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LAUREN B. RESNICK

COGNITION AND
INSTRUCTION: RECENT
THEORIES Of HUMAN

COMPETENCE

Introduction

My goal in this essay is to sketch the current state 01 knowledge
about how intellectual competence is acquired and to suggest

directions for future research, especially research that promises to im-
prove instruction. My task is more complex and more exciting than it
would have been 10 years ago because the psychology of learning and
development has in that time undergone a profound change. In the past
decade, a number 01 the assumptions that had guided research on
learning have been called into question, and a vigorous new "cognitive
science" has taken hold. The implications of this change for conceptions
of human mental Imictioning are vast and the possibilities for a revi-
talized science of learning and instruction are just beginning to be re-
alized.

Until 10 or IS years ago, psychologists interested in the nature and
acquisition of intellectual competence were laced with some unpalat-
able choices. One set of psychological theonesthose in the associa-

1 he research remitted lwrein was *implanted by Ilw I.earnmg Heston It and Devil
npinent renter, bolded m part as a resent( h and devektpment t enter by Ilw Nalmnal
InxIdule ol Ithwabon (NIL). Department ol [dm alfill Me opinions expressed do not
ne«Isattly retie( I the mtsittott or Imola y id NII., ami ton Mhetal endorsement slumld be
interred
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COGNITION AND INSTRUCTION

thie of the most important rlevelopments iii rognitivi science has
been the gradual construction of new ways of linking knowledge and
performance. Process theories of cognitive funchrming provide precise
statements of lum thP kinrwledge that iwople possess permits theni to
perform in certain ways on certain kinds of tasks The interest in pro-
cesses of thinight has led to the refinement of methods that trace se-
quential steps in thinking These methods include recording iiatterns
of reactirm tinies for stinnill or tasks of different crunplexity. tracking
eye movements as subjects read texts or solve visually presented prob-
lems, and using "think-aloud" protocrils in which subjects solve prrib-
lems while verbalizing what is wring thrrnigh their minds as they work
Because think-aloud mellnuls seem to share features of the long-dis-
credited introspective methods of psychology, they have evoked a cer-
tain degree of skepticism. Careful methodological work (e g., Ericsson
& Simon, 1984) has established the limits and powers of these methods.

Study of the relations between processes and content of thought
is further stimulated and strengthened by the active enagagement of
psychologists with computer scientists, especially those interested in
the study and development of artificial intelligence. Viewing the com-
puter as a metaphor for the human mind has stimulated cognitive psy-
chology, allowing for more intentional and goal-driven prricesses than
the older image of the mind as a switchboard, which was so neatly
compatible with associationist theories. However, the real power has
come not from the general metaphor, but rather froni the use of com-
piler programs as detailed simulations of human thinking and, thus, as
a way of both energizing and disciplining cognitive theory. When com-
puter programs behave as humans domaking similar mistakes,
pausing at similar points, expressing confusion over the sante issues
it is reasonable to assume that the internal processes of the human and
the computer are similar, and researchers can treat the programs' vis-
ible processes as a theory of the invisible processes of humans

Initially applied to limited forms of pnildem-solving task perfor-
mance (Newell & Sinum, 1972), conquiter sinmkition as a forni of psy-
chological theory has subsequently been extended to a wide variety (if
tasks and domains, and more recent work provides complex models of
how knowledge is structured and accessed in addition to the proce-
dures and heuristics used in manipulating it. This use of coniputer
programs as models of human tliinking has been enhanced by important
shifts within artificial intelligence itself (Helm & Schank, 1982) Artificial
intelligence researdiers, finding that truly complex forms of thinking
depend on optimally structured knowledge and heuristic rather than
exhaustive forms of searching this knowledge, are turning more and
more to studies of human intelligence to inform their efforts to !mild
intelligent machines. In this emerging fiekl of cognitive science, it is not
always easy to tell who is a iisychokanst and who is an artificial intel-
ligence specialist.
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In additimi I() having an interest in thinking and recognizing the
central role of structured knowledge in the process of thought, the
modern cognitive science converges with structuralist traditions in psy-
chology in rejecting the long-held tabula raw assumptions of American
psychology in favor of what can best be called a ionstrmilmst assump-
tion. In assi)ciationism there was no way to imagine luniwledge entering
a human's mind except from the outside Objects could be perceived,
associations between events noted, and mental bonds gradually built.
These bonds were, it was assumed although often not directly dis-
cussed, direct reflections of the external information to which one was
exposed To learn was to build up more and inure of these records and
to make them more quickly accessible. But to learn was not to construct
new associations and relationships through purely mental activity.

Today's cognitive science, by contrast, gives a central place to
organizing structures and thus provides the terms in which theories of
how individuals build new relationships can be developed. Knowledge
is no longer viewed as a reflection of what has been given from the
outside, it is a personal construction in which the individual imposes
meaning by r,,lating bits of knowledge and experience to some organ-
izing schemata. This constructivist view in cognitive science is not iden-
tical to Piagetian constructivism, but it is close enough in spirit that
psychologists who a decade ago could find little ground for serious
debate can now successfully respond to and build upon each others'
work. One result has been a rejoining of forces by certain groups of
developmental and experimental psychologists who had for some de-
cades diverged in their interests.

I will illustrate and elaborate all of these trends and the research
methods on which they are based iH the course of this chapter. I will
also stress another important characteristic of recent cognitive re-
searchthat is the extent to which it is kith relevant to and driven by
questions concerning instruction and ne deliberate modification of
human competence. Partly because cognitive scientists are seeking
complex and "ecologically valid" domains of human intellectual func-
tioning in which to develop their theories, and partly because of a drive
toward socially relevant applications of their work, cognitive psychol-
ogists are devoting substantial effort to research on the kinds of tasks
that are studied in school or other educational institutions.

Both the nature of competence in such domains and its acquisition
are increasingly central questions in today's research. Instructional ex-
periments, when conducted so as to reveal details of the learning pro-
cess, are a valuable tool in research on processes of acquisition, and
these experiments further lighten the links between fundamental re-
search on learning and thinking and potential applications to a science
of instniction To illustrate all of this, I will build my chapter around
four broad topics: understanding written and spoken language; learning
to read; developing mathematical competence; and the nature of
problem solving, intelligence, and learning abilities. These are all do-
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mains in which the convergence ()I basic and applied research on
human cognition is highly evidmil and in which many of the niediod-
()logical foods and theoretical issues of current «igninve soma e can
be displayed.

Understanding Natural Language

I will Imus first on how people understand that most complex of Iminan
intellectual productions, language Tlus ipiestion lids captured the at-
tention of some of the world's best psychologists, linguists, and cow-
inner scientists over the last I 5 years, and the result ol their work is a
rich body of knowledge and theory about how people understand what
they read or what other people tell them

Contrary to certain older views, cognitive scientists now agree that
the process ol understanding language is i nit one of abiairbing and
recording what is written or said Rather, in this process the message
is used to build up a representation in one's numd of the siliudion to
winch the message refers This representation is sinnillaneously selec-
tive and elaborative with respect to the message II does not emit tly
match Ilw message. Rather, sonw things that the message says are left
out, aml sonie other inkirniation that the message left out is put in The
mental representation is elaborated by the reader or listener to include
things not staled explicitly but necessary lo make sense of the message
Infornialion that the receiver construes as not being crucial lo the
meaning is left old of the receiver's mental representation This process
ol constructing representations based oil messages highlights a cenInd
feature 01 natural language understamling. Except m special mann-
slam es, it is not the message itself that is represented, but its reference.
People use language to refer lo something external to the language
itself, and the processes 01 langth,ge interpretation are all aimed at
mulerslanding that external situ:11km. Kin AvIedge of linguistic conven-
tions as SUCII, Willie crucial to the process 01 Understanding, is mirmally
employed to aid understanding of the reference situation rather than
as all end in itself.

Tlw processes by which Ilw referential meaning of a message is
constructed by a reader or listener have been a central concern of
cognitive scientists interested in natural language understanding. Two
niaior !limes emerge Innn this mirk First, prior kiumledge is essential
in constructing meaning kir a iiew text. Secinid, the constructuni of
meaning is one that centrally nmilyes inference.

The Role of Muir Knowledge in Constructing Representations
Schemata it; Language Processing

An example from a now classic experiment in cognitive psychology is
the best way to demonstrate the importance ol prior knowledge in

3 1 0
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understanding a text Read the text in the folk ming paragraph, but do
not loi A ahead to Figure 1 as you do so

II the ballotuts pi lilted the stiaiid W4,10(111'1 be able to I. arry
sum e everything would be too far away from the t ow( t Boor A
t Ii iset! wunhiw would also prevent the "mud from tarrying. since
Im ist buildings tend to bC well insulated Sim e the win& operation
depends upt in a steady flow ttl elet tot ity, a break m the middle of
the wire would also cause problems 111 t (nurse, the lelk tw could
slunit Ind the hunum volt e is INA loud entnigh to (any that far An
at khan mal pi oblem is that a string Limb! break the instrument I hen
there t odd be no at t ompamment to the message It is t lear that
the best situation would involve less distan( e hen there would
Ix* lewer potential problems With Lu e to fat e contat I. the least
number ol things couft! go wrong (Bransford & Johnson.
NU, p 7I))

Unless readers know of the Branslord and Johnson (1972) experiment
and thus remember what the text is about, virtually everyone reading
tliis text has the experience of not understanding. Tlw text seems gar-
bled and senseless Now look at Figure 1; it tells you, via a pictorial
illustration, what the text is about Alter seeing this serenade picture,
most people experience a sense of insight concerning the text. They
are ready to say, "Now I understand The framework provided by the
picture provides a "scaffolding" for interpreting the text.

Th.- text in this study was a particularly ambiguous one, deliber-
ately chosen to show that prior knowledge about the reference situation
is crucial in understandmg a text. Yet ne same phenomenon has been
observed in far less extreme situations as well Flints provided in ad-
vance by the experimenter or the reader's own biwkground have been
shown to make a difference in what the reader understands in a text
For example, one study (Anderson, Reynolds, Schaller!, & Goeti, 1977)
shows that music students interpret the following passage as a descrip-
tion of an evening of playing chamber music, whereas physical educa-
tion students interpret it as a story about an evening of card playing
This kind of study shows clearly that the lowkground knowledge and
interpretive schemata that readers bring with tbem to a text make a
difference in what they understand the text to tie saying

1..very Saturday night, lour good friends gel together When
ferry, Mike, and l'at arrived, Karen was sitting in her living room
writing some notes She tom kly gathered the cards and stood up
to greet her friends al the (how They followed her into the living-
room, but as usual they couldn't agree on exat Ily what to play
Jerry eventually took a stand and set things up Finally, they began
to play Karen's recorder Idled the room with soft and pleasant

132
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Figure I. Appropriate «mtext kir ambiguous textual passage Reprinted
(rimi Brans liord and Jithusim ( P111) by pemossum

MUSH I arty m the PI/ruing. Mike notu r.d Pat's hand and the many
diamonds As the night progressed, the tempo ol pl.my UK reased
finally. a 101 m the au Ilvdies °mimed Taking adwudage ol this.
Jerry pimilerol the arrangernent in loud til him Mike interrupted
Jerry's reverie and said. "Let's bPar the s«ire They listened care-
fully and «unmentt.1 on their perlormam e When the tionments
were all heard, exhausted Imt happy. Karen's friends went home
(Anderson. Reynolds. StItidiert. & Goetz. 1977, p 372)
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Demolislralssis ul !hese kinds. *Ober wilh many more formal
eslwomenls. underhe what has lwririow kotiown as !twit/semi iheoirein
view id language compreliensum "I lie Ilieury builds lhal schemom.

are poolinymcal ul a solumbino, are slurred in peuple's
minds and are ;Keil lo interpret new instances and events in those
solualums 11w sdwmala dem robe ilasses ul soluallifits find spent), the
relahuns belween ubjecIs and events The specific (welds and ub.
jecIs vary aci /ruling It, the parlicular case, boil Ifw relahunis spet died
on a more general schema shll NOW flONI are used In onlerprel Sloe Case
al hand tit heinala result form a coonstilalion ul prior learomig and Ps-
is-mos e They are Hei essary if we is no coomptehend new verbal ma.
lerial, and lhoos Ihey are imporlant In all learning !hal depends ton verbal
presenlabons TIns sclwma-based view uf tonderslandmg gues back lo
early wurk in exrrimenIal prt loulugy by Ilardell PY32), which showed
Ihal when a lex! was recalled, elenwrils were deleled tor highlogbled

curding In a &mini.: inlerprelove scIrtna Schernala ul this kind,
given various labels (such as "scropls," "frames," "memory orgamzal inn
pa( kris"). are al the cure of all artificial mlelligence models ul language
umfrrslanding (see Dehn & Schank, 1%2, Schank & Abelson, 1977, kw
(hSCallstIon of llwse pistils)

In Ilw serenade example, cunuder what mighl have happened In
prudis e the mobal failure In undersland and the sulmequenl sense uf
oinderslanding wilissil difficulty. It is nut Ilw wurds uf Ilw levI ilself
that worths e II w 4d/woolly. English language readers can al lac h meaning
Iuu pm lo wurd, and every senlence is gramonals ally cower I In facl, read
by Moen, each senlence is tonderslandable The prublem occurs when
Ilw reader Ines In make file senlences fil lugellwr in a cuheren1 whule.
Paulo tof adjacent senlences seem In have nu runner I pun In woe anollwr.
(hue If w cionles1 tot Ihe serenade os knuwn, huwever, Ilw reader can
infer lfw cunneclouns and Ihe passage makes sense

Willi Ibis simple analysis, I have already identified several elemenls
uf the prucess ul understanding Headers and hslenem musl access
prevounsly slured knuwledge abool Ilw meaning ul svmvfsvivl.mal wurds,
Hwy musl oise limit knowledge ul syntactic rules and cimvenliuns and
ul the wurkl ho senxiMy cunverl phrases and sentences in Hoe led mil+
pruputoolions airfoil a sibialam, and Ilwy must link Ifte prupusiltims ivslo
a cuiteren1 representahom uf a sin* silisabom An elf elletil ilescriplum
ul the Ifarksms kinds uf pus essing so lovily used lu comprehend a les1
is given by Perlelh (in pre**) Perkin *bows dial even M "'timing
meming lu individual wurds and analyiong 'entent es intu *erosible
propusilitms abovil Me world (both processes If rat pruceed largely ati-
litinalit ally wilbool CMSCIEsis effurt or alleroloun), pour krouwledge
Amyl Ifie relerent e siltralion and If re momentums of language play a
pooverhil rule After floe proopiosilioons ire olevetuped. Omer prise'ses
ifsf Wooled*, are used lu fink them intu a vofir,enl representalion+ uf
Ilw reference *ultimatum kw a lest
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hifertnn e fun! Cnherrin e-linthlutg in Understand Ing lAingnage

All liatural language commium aborts are inaimplete berm -se they do
not specify everything about the reference situation that is needed for
a omplele and coherent representation To build a coherent represen-
tation, readers or listeners must use their knowledge to infer links be-
tween individual propositions in a text and to provide a framework in
whit h to iliterpret specilic ioformation supplied in the text The work
of Kiiitsch and vanDijk (1978) and their colleagues is the most exten-
sively developed theory ol the pox ess ol linikhog coherence I use an
example based on Kintsch (1979) to illustrate

The briel text passage that lollows this paragraph ts broken down
into numerous propositions These propositions dre the elementary
pieces of information conveyed Sentences may contain one or more
propositions A text is said to be locally coherent to the extent that
each new proposition makes explicit rekreme to recently staled prior
propositions. Proposition sequences 1-4 and 5-11 are fully coherent
because the actor in each proposition has already been.named This
means that these segments are coherent within themselves. However,
the two parts are not coherent if the sequerwes are joined, because
proposition 5 is not explicitly linked to its predecessors To understand
this text the reader must inter a proposituin that will link proposition
5 to its predecessors Such a proposition might be -The Swazi tribe
had warriors

lest

The Swan !robe was al war with a neigloberring Iribr her arse
91 a dispute met wpm,. (Mlle Marne Me warrours were Own son-
rnamed nwn named kakra and Ins )(mower Muffler Cann Kakra
was killed in hank.

Praptnatanal analysts ni lest

I The Swan tube was al war

2 The war was wills a orewbfirnmon4 uslw

3 The war had A I arose

4 The ranse ilvd5 A (Impure frver Mow anle

5 There were warr arts

fi The wier1401s WIC kW, 11111011
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7 floe men were unmamed

ft The men were named Kakra and Gum

9 Gum was the younger Tool loer of Kakra

In Kakra was killed

I I The killing was on a battle (see Kontsch. 1979)

In extensive research on the processes of building local coherence,
Kintsch and vanDejk and their colleagues have shown that features of
the text, such aS the number ol missing propositions and the distance
41 the text that must be traversed to find explicit links, affect how long
it lakes to read the text and how easy il is to understand the text.
Kintsch and vanDijk's theory accounts far a large body of such lindings.
This theory assumesas do other modern information processing
modelsthat human capacity lor holding information in immediate
(working) memory and for operating on this information is limited. For
this reason, one cannot imagine that in the process of building a rep-
resentation of a text, all propositions that have been read are brought
into working memory every lime a search for coherence is made. In-
stead, the theory assumes that reading and representation-building
occur in cycies, where each cycle represents an attempt to link one or
more new (just read) propositions to the representation already built.
Because of working memory limitations, not all of the representation
can be held in working memoryand therefore be searchedon a
given cycle.

The ease or difficulty of comprehending and the time that com-
prehension takes depends, therefore, on whether the particular part of
the representation retained in winking memory or in a given cycle
contains a reference to which the next proposition can be linked. 11 not,
a new choice of propositions will have to be made, which produces
lime delays and al least temporary hesitation and confusion. Immedi-
ately preceding propositions from the text are always likely to be in
working memory, and this accounts in part for the fact that when links
can be created between adjacent propositions, comprehension pro-
ceeds more smoothly than when links waist be creMed with proposi-
tions stated some time earlier For more distant (earlier) propositions,
ease of comprehension will depend un whether the choice of proposi-
tions to retain in working memory has been felicitous. This depends, in
turn, on the extent to which the text provides clues as to what infor-
mation is most impurtaill and the extent to which the reader or listener
is adept at using these clues This brings me to the important question
of how people know, and haw texts signal, what is most important in a
verbal message

15
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Macrostructures and Framenwrks for Interpretation

For most written texts, readers tend to agree fairly well on which sl ,e-
melds are important or central and which ones are subordinate. 141-

haps hnx honing only as elaborations. Meyer (1975) has used this reg-
ularity to develop a method of coding the statements in a passage kW

t!wit relative centrality, oilier less systematic ways of judging centrality
have also been developed Using measures of this kind, it has been
possible to show that the material most likely to be forgotten or left
out oi a summary is the material lowest in the hierarchy of importance.
Conversely. el material high in the hierarchy is not specified in the text.
people will have trouble interpreting the text at all, will tend to insert
messing high-level propositions in their summaries, and will spend a
kmg time studying the portion of the passage where the high-level or-
ganizing material is expected to be (Kieras. 1977) Also, when asked
whether a given statement was or was not present in the text, people

are likely to assert with great confidence that highly central material
that is consonant with the main theme of the text was thereeven when
it was not

Voss and his colleagues (Chiesi. Spilich. & Voss, 1979; Spilich.

Vesonder, Chiesi, & Voss. 1979) have shown that readers' ability to make
inlerences depends upon what they already know about the topic of the

text Finally, several studies have shown that more competent readers

are better able than weaker readers to detect the hierarchy of impor-
tance in a text, picking out nol only the main idea but also layers of
supporting argument and detail (Meyer. 1984). I have 'already shown
that knowing what a text is about plays a role in understanding it.
llowever. in ordinary readingunlike the serenade examplethe nec-
essary information about the theme of a text A not provided externally
by a picture, but rather must itself be interred in the course of reading.

In the process of successful comprehension, readers not only build

up local coherences between propositions but also develop a represen-
tation of the gist of the message. A gist representation includes only the
most important information given in the text, details are dropped out.
gut the gist representation is not just a string of important individual
elements. It is itself organized so that these elements make sense with

respect to one another. Kintsch and vanDijk have called these gist struc-
tures "macrostructures." to distinguish them from the "microstruc-
tures" that are constructed as individual propositions that are related
to one another. They have elaborated a theory of how macrostructures
are created by the reader, who uses special operators to pick out and
combine elements of microstructure. This can successfully be done only
when appropriate schemata already in the readers (or listeners') long-
term memories are found and applied

Macrostructure representations are built upgradually in the course

of reading or listening. II the initial macrostructure provides a sensible
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framework for the entire text, then the inarrostructure will be elabor-
ated and rehned but not essentially inmhhed m the course of under-
standing. Sometimes, however. the Iranwwork that has been guiding
text interpretation Innis out to be inappopriate as more ol the text is
read or heard Ilw tribal war story allows me to illustrate this point
and also to emphasize again the entral and multiple roles that prior
knowledge plays in understanding any verbal munmincation For the
part of the story analyzed thus far (propositums I IIE the macrostruc-
ture that is constructed concerns tribal war the initial sentence would
surely evoke such a theme and subsequent seetem es do not disiorh
such aH interpretation. However. Ilw ai Inal text Irian who Ii the excerpt
is drawn in fact goes off in another dire( nun I he next sentence is-
"According to tribal custom, Kakra was married sulpiequently to the
woman Ami." A propositional breakdown of this sentence would include
the propositions shown in the lollinving liaragraph

Proposthonal anoints a

12 Kakra was married
13 The marriage was after Kakra was Wird
14 The marriage was 10 a woman
IS. The woman was named Ann
16 The marriage was in at 4 toil Iwol.i irl.ta. i IISIont (see

Kintsch, 1979)

II is easy to find the links that make these prolamin( ms coherent
al a nucrolevel It is not even ddlu uihl, ii only um oilevel coherence
were in question, to link it to the pm piling representati)n Only a
couple of propositions back there us relerem e to the actor m the lirst
new proposition, Kakra This, however, 4 i1U1114 ht a hill model of how
humans understand a text, lor all readers immediately ret ognue an
anomaly and refuse Ow simple linkage tit the lin IN minimal level How
tpn Kakra, who has been killed, ions, lw married' Iheiwies ol under-
standing must be able to explain how sui Ii anionalws are recognized.
MI such theories base IIw recogintu PM iiii pruir s heina like knowledge:
People have a schema lor killing that psalm es an automatic inference
that Kakra is dead, people have a schema ha marriage that requires
that husbands be alive This means that Kakra cannot lin Ow husband
Mot in the marriage schema, SU a Iuully i oherent representation ol the
text cannot be buill without hirther ink onnatom

There is in fact another schrum that, il available, would solve the
problem 'Me schema concerns ghost inarnage, a tribal custom in which
Ow oldest son ol a family who dies wilhonl heirs is subsequently mar-

41 with his younger brother taking Ins place until an heir is produced
i 41lrs1 marriage schema would powale a slot, not ha a live husband,
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but for a dead man and a younger brother kakra can fill the (lead man's
slot. Gum the younger brother's. and now a representation mhereut at
a macrolevel of mterpretahou can be construt ted This new represen-
tation will also contain a new t andidate for the organizing theme of the
story: it now appears that a summary of the story ought to inchtde a
ghost marriage, and it might well be that as the text wnhinted. the
theme of tribal war would disappear at the macrostructure level in laww
of the custom of ghost marriage

I have focused here on a particular example and on one theory of
how text represeutations are built Many other investigators have ex-
plored how high-level organizing mformataitithat is. macrostruc-
hirescontrols and suppt ins the process of comprehending a text A
particularly well-developed domam for this reseamh has been story
understanding Several investigations (see Stein & Trabasso, 1983) have
shown that there is a prototypicai strut tore of narratives that is used
by people to interpret stories The idealized story. in effect a schema
of a story, organizes and directs peoples interaction with the partu ular
story they are reading or hearing The story st hema specifies the types
of information that should be presented and the types of logical rela-
tionships that should hnk the story elements Several categories of in-
formation must occur in order- a setting. an initiating event, an internal
response, an attempt to obtain a goal, an outcome or consequence, and
a reactKm

Some of the categories in this stowture are more central than
others This is shown by substantial regularities in the portions of sto-
ries that people omit and the portions they add when asked to retell
stories they have heard Initiating events, attempts to achieve a goal,
and consequences are nearly always included, init other categories,
especially internal cognitive responses of the characters. are likely to
be omitted (Mandler, 1978; Mandler & Johnson, 1977, Stein & Glenn,
1979; Thorndyke, 1977). Story comprehension and recall are also sen-
sitive to the order in which categories of information are presented
People have difficulty recalling stories when information is given in an
order other than that specified in the idealized story schema, and they
tend to recall story information in PIP order predicted by the schema
even when the text from which they learn the story uses a nonstandard
order.

Recent research (see Elainmer & Kintsch, 1982) suggests that the
semantic content, rather than lust limn or placement of the ink irmation
within the story, may be deterniining recall Attempts to enlarge re-
search on story understauding beyond the simple demonstratom of
story schemata (somehines called "story granunars") have been leading
psychologists mcreasingly to study the specific kinds of social knowl-
edge held by children of different ages and stages of development. The
newest research on story understanding suggests that widely shared
knowledge about goals. plans, actions, outconies, and motives (e g.,
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Voss. 1984 ) is at the heart of story understanding Trabasso, Secco, and
van den Woe!' (1984 ), for mutt*. present evidence that knowledge
about physical and psychological causality plays a central role in un-
derstanding stories The relative weights and possible interactions be-
tween this kind of general knowledge of the world and knowledge of
rhetorical structures such as story grammars is a topic of much debate
in the field today.

One of the features of the Kmtsch and vanDijk theory lust outlined
is that the processing of texts is assumed to be more or less sequential,
that is, people build up their representation of the reference situation
of the text bst by bit, as they go along. This means that the process of
interpretation is continuous People do not hold pieces of uninterpreted
text in mind for a period of time and then later reflect on its meaning.
Another important line of research on reading that has used quite dif-
ferent methods of study confirms this sequentiality. Jdst and Carpenter
have for a number of years been studying reading, using eye-movement
records as thew basic data. They have constructed a rixxlel (a computer
simulation program) of the reading process (Thibadeau, Just, & Car-
penter, in press) that accounts kw the patterns of eye movements ob-
served in subjects while reading Thus model, RFADER, processes the
text in a largely word-by-word fashion As it encounters each new word,
it finds the meaning of the word and more or less simultaneously uses
schemata and related semantic processing mechanisms to build up a
representation to that point. It does not, in other words, delay inter-
pretation until a whole phrase or sentence has been read. Furthermore,
it builds its representation using a combination of expectations for whaft
should appear next based on the context and the information actually
in the printed text

There is a striking degree of convergence between the different
kinds of available evidence for how people understand written texts. It
appears first that what is done automatically ran also he done con-
sciously, that is. some portions of think-aloud protocols produce se-
quences of steps that are not very different from those of automatic
processing, in which people make successive links between sentences
and store up partial interpretations as they go. However, when difficul-
ties are encountered in the course of reading, skilled readers seem to
use conscious processes to resolve the problem. In the time-course
studies of reading, these are the points at which very long delays occur,
and the protocol analysis studies provide a good sense of what is hap-
pening at those points of delay. At these times, there is a considerable
amount of looking back, of reconstnwting, and of forming or accessing
new schemas for interpretation. Thus, the studies that locus on auto-
matic processing and those that locus on conscious processing reveal
similarities that seem to create a plausible account of the reading
process.
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Learning to Read

Research on rea-ling, construed as a process of interpreting primed
symbols, has a relatively long history in psychology. Scientific research
on the psychology of reading began at least a century ago with the work
of Cattell (1886) Other early scholars included Huey (l908/1968) and
Buswell (1920) Fueled in part by its obvious relevance to a central
educational task of schools, research on reading has continued in an
almost unbroken line. Much of this research was stimulated by and
played a role m a long-standing debate over ways to teach reading: a
word recognition emphasis versus a contextual meaning emphasis, di-
rect instruction in the grapheme-phoneme mappings of alphabetic lan-
guages (i e on phonics) versus focusing on words as visual wholes.

In this chapter, I consider these pedagogical debates only indi-
rectly, concentrating instead on a body of cognitive research that sets
the debates in a somewhat new light. I develop two main themes: (a)
the active interplay between expectations for what will appear in a text
and the visual stimuli of printed wordsthat is the interaction of top
down and bottom up processes in reading, and (b) the central role of
automaticthat is, very fast and nonconsciousprocesses of word rec-
ognition. Both the top-downibottom-up interaction and the autornaticity
of processing are also important aspects of many other cognitive skills.
Thus, in considering the process of learning to read, I am in fact ad-
dress:ng issues that are central in much research on the nature of
cognitive skill

Interaction of Top.Down an(I Bottom-11p Processes in Reading

The description of Just and Carpenter's READER rmxlel of text pro-
cessing has already introduced the notion that there is an interaction
between expectations for what will appear in a textexpectations
based on the representatioa of the text's meaning built to dateand
the actual words that appear in the text. Similar interactions between
expectations and actual stimuli occur in the act of recognizing words
as well as in interpreting them To the extent that expectations for what
ought to appear drive the process of word recognition, reading is con-
sidered to be a top-down process To the extent that the printed sym-
bols drive the word recognition process, cognitive scientists speak of
reading as a bottom-up process.

In a purely bottom-up view of reading, lower level processes 0 e.,
detecting feahwes of letters, combining features into letters, and com-
bining letters into words) are assumed to occur prior to and indepen-
dent of higher level processes. First words are recognized, then a syn-
tactic processing occurs, and finally a semantic interpretation is made
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based on the sentence syntax Furthermore. these processes are con-
trolled entirely by the printed input. Word recognition precedes com-
prehension of meaning. By contrast, in a purely top-down conception
of reading, higher level processes. such as making inferences about
meaning, are assumed 10 tontrol the syslem, and lower level processes
are called into play only as they are needed. Hypotheses about the
meaning of the text are generated from prior knowledge of the topic,
knowledge of the specific textual tontext, and a minimal syMactic
parsing and sampling of visual cues Then the printed text is used to
confirm or disconfirm, the hypotheses According to an extreme top-
down view, comprehension ol meaning precedes recogmhon of words,
and CM nplefe encoding of separate words may not occur at all (cf.
Fre(enksen. 1979).

There is ample evidence that both top-down and bottom-up pro-
cesses are involved in reading Evidence of the influence of semantic
context and prior knowledgetop-down effectsincludes the following
kinds of phenomena. Oral reading errors, even in young readers, tend
to be semantically and syntactically appropriate to the contelt; long
hesitations or misreadings occur at points in texts where there are
syntactic or semantic anomalies; people are !aster at pronouncing a
word in context than when the same word appears in isolation, and
they are faster at pronouncing words when the preceding context is
congruous with the word than when it is incongruous; word recognition
is also faster when the semantic *.ategory to which the word belongs
has been presented in advance (e.g., parakeet is recognized faster alter
the word bad than after (he word mammal). Finally, letters can be
discriminated more quickly in the context of a word than in isolation
or in an arbitrary string of letters. (Resnick, 198lb). There has been less
effort experimentally to establish the reality of bottom-up effects in
word recognition, because it seems sell-evident that people mits1 be
paying some attention to actual katures of the printed stimulusas trey
read, else the process could not properly be called reading.

Recent research on the nature of reading hzs focused not on
whether bolkim-up of top-down processing predominates, but rather,
on how the two kinds of processes interact to produce both word rec-
ognition and comprehension of a written text Rumelhart and Mc-
Clelland (1981) have developed an influential interactive model of word
recognition In this model, both features of the written words and ex-
pectations ahout meaning cause "activation" in the brain The Iwo
sources of activation together, through a complex system of interaction,
eventually determine what word will be "seen" by the reader.

Automaticity

The interactive model of word recognition offers an explanation of how
the automatic processing of printed worth might occur. It is not an
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accident that psychologists have been seeking to affoillit lor complex
cognition in terms 01 processes that do not depeud entirely on con-
scious, planned mental activity. One must assume that Mtn h WO( essIllg
is automatic not only because people cannot always correctly report
their processing, but also because there must be compensation for hu
mans' limited active memory capacity.

The limited capacity of human working memory is probably the
earliest fact that emerged from the beginnings of cognitive psychology.
In a seminal work, Miller ( I990 suggested that adults have only seven
"slots" (phis or minus two) lor holding inkomation in working memory,
which is where alive, planned processing must occur. This notion of
a limited capacity for information processing is central to all cognitive
science. Psychologists are no longer certain that slots in memory is the
best way to describe capacity limita:ions, or that there is any reality to
the number 7 2 as the capacity of working memory. Nevertheless,
all cognitive scientists agree that there is some computing work that
has to go on for thought to proceed, that the capacity for doing this is
limited, and that this can create a bottleneck. That is, if too much
capacity is devoted to any one component of a complex learning task,
then other components will suffer.

Despite this limited processing capacity, people are able to perform
complicated tasks How? There are two major mechanisms that allow
people to overcome memory capacity emdations. (a) Certain compo-
nents of a task become automated so that they require very little direct
attention and therefore use up little working capacity, and (b) infor-
mation is "chunked" so that each slot in working memory is filled with
a cluster of related knowledge. The role of automatic processing in
facilitating complex perkwmances has been investigated most heavily
in the context of acquiring basic reading skills. A growing research
literature that contrasts good and poor readers at various stages of
development is identifying particular components of reading skill that
distinguish the contrasting skill groups. A consistent finding in this re-
search is that people who read poorly (i e , who score poorly on stan-
dardized reading comprehension tests) also are generally slower at rec-
ognizing words. It is speed, rather than accuracy of word recognition,
that seems to be important. Some individuals apparently have large
recognition vocabularies and adequate word recognition skills as long
as they are permitted indefinite amounts of time to process each word,
but they seem to proceed so slowly that they caonot effectively under-
stand what they are trying to read.

In the interactive !bermes of reading such as those just examined,
liming is often crucial, kw several sources of mkwmation must he in-
tegrated and thus must be present in working memory a1 the same lime.
Memory capacity is also crucial. Processes that take up too much
working memory capacity or too much direct attention may drive out
the other processes that are needed to prireide all of the necessary
inkwmation simultaneously to the system Automation °I the word rec-
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ognihon component of reading may be necessary both lor quick and
timely processing ol meaning and lor reducing the working memory
demands that allow reading to proceed smoothly.

Establishing a correlation between automatic word recognition and
comprehension skill does not ol ilsell explain how automaticity is ac-
quired, nor does it necessarily mean that automatic recognition causes
the development of comprehension skill. To the contrary, practice in
reading and comprehending texts might be the cause of improved au-
tomaticity, or automaticity and comprehension skill might both depend
on some other, as yet unidentified, process. A recent longitudinal study
helps to limit the possibilities. Lesgold and Resnick (1983) found that
children in the first grade who have large automaticity problems are
very likely to have difficulties in comprehension a year or Iwo later.
Early comprehension difficulty, however, does not predict later auto-
maticity difficulties. This asymmetric relation4lnp allows researchers to
reject the possibility that comprehension ski causes automaticity and
suggests that automaticity difficulties may indeed be helping to cause
difficulties in learning to comprehend written texts.

11 automaticity is a prerequisite for acquiring comprehension skill,
then il should be the case that training in automaticity of word recog-
nition would produce improved comprehension. Does iV In one study
(Fleisher & Jenkins, 1978) il was found that even though speeded prac-
tice can significantly increase speed of revinizing isolatedwords, there
is no immediate transfer to comprehension. This means that compre-
hension skill is not ready and wailing to be "released" by improved
word recognition automaticity. However, the processes of acquiring
comprehension skill may nevertheless be enhanced by increased rec-
ognition speed. If that is the case, the effects on comprehension per-
formance would be visible only alter some delay, during which lime
reading comprehension was practiced. Psychologists do not yet know
the long-term ellecls of training in last word recognition. Furthermore,
training that focuses only on speed, rather than on aspects of word
analysis believed In function in highly skilled reading performance, may
deflect learners' attention from the very features of words that allow
for automated access to meaning. A current research program (Fred-
eriksen, Warren, & Rosebery, in press) is pursuing the hypothesis that
training adolescents with very poor reading skills to quickly recognize
frequently recurring spelling patterns will improve their general reading
performance These patterns arl the building blocks of words and ac-
cording to some theorists (e.g., Venezky & Massaro, 1979) are the units
in reading that correspond directly to meaning.

Developing Mathematical Competence

When we turn to other domains ol intellectual competence, many of
the same themes as halve been noted Inv natural languor undesstanding
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again emerge as central. Consider mathematics. Understanding math-
ematics, like understanding natural language, requires that people have
a certain number ol partic ularly powerful schemata that are used as
prototypes to interpret specific expressions and situations. Further, in-
ference processes are central in both learning mathematics and in
solving mathernitical problems, just as they are in reading and writing
natural language texts.

In the case ol mathematics, however, there is a special problem of
linking symbols to their referents. Like natural language texts, mathe-
matical expressions and mathematical procedures have both a syntax
and a semantics. That is, they obey rules of "well-formedness" that are
equivalent to the grammar of sentences or the rhetorical structures that
constrain the more global forms of texts. In mathematics, as in formal
logic, there are complex rule systems for manipulating expressions that
ensure that new expressions constructed in the course of solving prob-
lems or performing algorithms will be syntactically correct. So much
attention is paid to these syntactic properties of mathematics in the
ordinary course of teaching and learning mathematics that people
sometimes treat mathematical expressions as if they were nothing but
strings of syntactically well-formed symbols.

But mathematical expressions also have a semanticsthey refer
to something external to themselves. These mathematical referents are
quantities and relations, and it is these quantities and relations that are
in fact manipulated when one performs operations with mathematical
symbols. People rarely, if ever, think about natural language sentences
as il they were simply sets of syntactically well-structured character
strings. Instead, people treat language automatically as a way of refer-
ring to an external situation. In mathematics, by contrast, people some-
times treat mathematical expressions as il they were divorced from any
referent, and this causes difficulty in learning mathematics for many
people. At the same lime, to be skilled in mathematical thinking requires
that the person be able to manipulate the symbol system fluently. There
is thus a special set of problems that arise when one analyzes mathe-
matics as a domain of cognition and learning.

Implicit Understanding of Mathematical Principles

I begin with evidence of the role that organizing schemata have in
mathematics learning. There is growing evidence that children, and
uneducated adults as well, posses. considerably more knowledge of
certain mathematical principles than is habitually ascribed to them.
This understanding is evident most,typically in the kinds of inlormal
arithmetic methods that they use. When such methods have not been
taught, either lormally in school or informally in the culture, they can
be used I. inlet the kind ol underlying understanding that people have
of mathematical principles. Herbert Ginsburg and his colleagues (Gins-
burg, 1977, 1%3; Houlihan & Ginsburg, 1981) used a variety of interview
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methods lo document a wide range of numerical problem-solving pro-
cedures that are used by young children and by adults in unschooled
cultures who have not had formal instruction in specific antlimehc
routines. Similar kinds of invented procedures have also been docu-
mented by other investigators using laboratory methods of research.

Invented courumg procedures The earliest and apparently most
frequent way that young children solve arithmetic problems il they have
not memorized the answer is to use some form of counting. This may
be "counting in the head," rather Olen overt counting of physical ob-
jects, as has been demonstrated in a nuither of studies of mental ad-
dition and subtraction Groen and Parkman's (1972) research is the
point of reference for work on simple mental calculation. They tested
a family of process models for singie-digit addition. All of the models
assumed that a "counter in the head" could be set initially at any
number, then incremented a given number of limes, and finally "read
out" (see Figure 2) The specific models differed in where the counter
was set initially and in the number of increments-by-one required to
calculate the sum. For example, the counter can be set initially al zero,
the first addend counted on by increments of one, and then the second
addend counted in by increments of one. If one assumes that each
increment needs about the same amount of lime to count, then
someone doing mental calculation this way ought to show a pattern of
reaction limes in which time varies as a function of the sum of the two
addends. This has become known as the sum model of mental addition.

A somewhat more efficient procedure begins by setting the counter
at the first addend and then counting in the second addend by incre-
ments of one. In this caseassuming that the time for selling the
counter is the same regardless of where il is setreaction limes would
be a function of the size of the second addend. A still more efficient
procedure starts by selling the counter al the larger of the Iwo addends,

L
Set counter

to a
Hav

X ones bn
added?

Incremnt
count et
by one

Yes Exit with
3 + X in
counter

Figure 2. Schematic model kw mental counting in arithmetic Adapted
from Goren and Parkman (1972) by ire/mown
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regardless of whether it is Ilw first or the se«nul, and then in( rementing
by Ihe smaller Obvunisly, this requires fewer nu rements Ite( ause this
procedure produces reaction limes Ho are a loin hon of the site (it the
minimum addend, it has become known as the non nuidel

Groen and l'arkman evaluated these models (along with some
others that were logically possible but psychologically implausible) by
comparing the predicted and observed patterns ol reaclum hmes lor
each model. They hpind that the remlion limes of ( hildren as young
as first-graders lil the predictions lor the min procedure Figure 3 slmws
a characteristic data 'lot Note that problems with a minimum addend
ol 4 cluster together and lake longer than problems with a minimum
addend of 3, and so on Subsequently, the prevalence of the min model
has been confirmed in studies that have extended both the range of
problems and the children studied from those aged 41/2 or so to those
aged 9 or 10 (Groen & Resnick, 1977, Svenson & Broquist, 1975, Svenson
& Fledenborg, 1979, Svenson, Hedenborg, & Lingman, 1976).

Counting models have also been applied lo other simple arithmetic
tasks, especially subtraction (Svenson el al., 1976; Woods, Resnick, &

1. Obowood
o Pmhcod

3 6

3 6
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3 7 Oh 37 17
13 .

3 0_ 17,14,3(
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7 6 1616,17,61 071 .33
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7 6 00.106.011 70 MO 14
4000109 10110 11 11 SI
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.75 47 fp'''.
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.00
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Number of iflownwill

Figure 3. Rem lion linws tor first graders solving addition problems Pairs
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The cantonal ponce& The last tag used for a particular count
represents the cardinal number of the array
The abstraction principle- Any sel of items may be collected to-
gether for a count
The order-irrelevance principle Me order in which items in a set
are tagged is irrelevant

Greeter,. Riley. and Geknan ( 1984 ) have described the counting pun-
copies ar% a form of conceptual competence that can be interred from
the performance competence that children exhibit on a range of
cnunting tasks. Performance competent les are granted when a child
can assemble a set ot procedures that produce a performance Ihat
adheres to the conceptual principles Conceptual competence is most
clearly revealed when a new variant of a procedure must be invented
For example, when We children in Gelman's study were given an array
of objects to count and told to "make this one (an object in the middle
IA a straight-line array) number one" or "make this one (the obiect in
the normally fust-counted position in the array) number three." the
children adjusted the -.oiler in who& they touched the objects but not
the order in which they said the numbers, and they still touched each
obiect only once These children thus clenrly demonstrated command
of Me order-irrelevance principle. the Cable-order principle. and Ihe
one-lo-one principle

lbta and analyses of ths kind make it possible to articulate the
presence of implicit knowledge and hence circumvent the need to have
people stale their knowledge before granting them an understanding of
principles. The role of conceptual understanding that is implicit in in-
vented procedures is also revealed in work done by Neches (1981; also
Resnick & Neches, 1984). In this work Neches attempted to provide a
komal account al the way that children invent the min addition pro-
cedure (described earlier) of counting on from the larger of the Iwo
addends. Neches has constructed a computer simulation program that
begins by counting up both addends (esserdiaOy the sum procedure);
it then modifies itself so that after a number ol trials, it performs the
ram procedure of counting on from the larger marker To do this, the
program must "discover that setting the counter to a ;amber will
always yield the same thing as counting the objects specified by a
amber (a form (A quantity conservation), and that it does not matter
which number is set in the counter and whkh is added in (a form id
conamstativity).

Neches's program makes these discoveries by continually in-
specting its own performance and applying a small set ol procedure-
changing heuristics Although the final version of the program cannot
be said to imene about conmudatioly in the sense ol explaining it. it
behaves as d it understood commulatirdy, and it does so on the bass
al its own knowledge construction without having been -tole about
coinimitalsoly. Neches's program is a plausible theorybut not the
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only possible one (cf. Baroody & Gannon. 1984: Resnick. 1983)that
explains how children might invent the min procedure and what un-
ders'anding it is appropriate to grant them on the basis of that inven-
tion,

Schemata in mathematical problem soloing. Another source of ev-
idence demonstrating the role of implicit knowledge in children's early
mathematical performances comes from research on how children
solve simple arithmetic problems given in story form. Research in sev-
eral countries has demonstrated great regularity in the kinds of addition
and subtraction problems that are hardest to solve (Carpenter & Moser.
1982: Nesher, 1982. Vergnaud. 1982). Several analyses of this cumulative
body of data have converged on an explanation of these regularities
that attributes to children an understanding of the principle that math-
ematicians call the "additive composition of number." This principle
maintains that numbers are composed of other numbers, that the
number 7, for example. is not only the cardinality of the set that one
can count by lagging objects up to 7. but also a composition of 1 and
6. 2 anJ S. and so forth (Resnick. 1983). In the analyses of story prob-
lems, additive t:omportion is attributed to children in the form of a
part-whole schema (Figure 4). The schema specifies that any quantity
( the whole) can be partitioned into the parts as long as the combined
parts neither exceed nor fall short of the whole. By implication, the
parts make up or are included in the whole. The part-whole schema
thus provides an interpretation of number that is quite similar to Pi-
aget*s (1941/1965) definition of an operational number concept.

Figure 4 shows how the fundamental part-whole relation underlies
several classes of story problems as well as number sentences. In each
problem the whole is coded as a dot-filled bar, whether it is a given
quantity or the unknown quantity. Similarly, each part is uniquely
; oiled. The relation between parts and whole for all the problems, in-
cluding the number sentences, is shown in the center display. Any bar
can be omitted and thus become the unknown. Although number sen-
tences and the given words of story problems cannot be mapped di-
rectly onto one another (Nesher & Teubal. 1975). each can be mapped
directly onto a more abstract part-whole representation such as the
bars shown here. The part-whole schema thus provides an interpretive
structure that can permit the child either to solve certain more difficult
problems directly by the mettods of informal arithmetic or to convert
them onto number sentences that can then be solved through proce-
dures taught in school.

Riley. Greeno, and Heller (1983) have developed a set of compu-
tational models that explain differences in the difficulty of solving cer-
fain kinds of addition and subtraction story problems These models
suggest that it is the application of the part-whole schema that makes
it possible to solve difficult classes of story problems that children
usually cannot solve until their second or third school year These
include set-change problems with the starting set unknown (e g.. "John
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ri Poet hid sonny marbles

E01Wend brought hem 5 more marbles for their game

cmNow Pete. has 7 marbles

How many marbles did Pew have at Ihe start?

21 0

7 chtldren are *steno

ES3 S ye boys
=I How many are owls?

HSam had 5 voles

Sarah had 2

C:3 How many ...lid they have altogether,

EDCarol baked 1 doten mottoes

EE1John baked 5 down cook 'es

riHow many more clod Carol bake than John?

Flom 4. Mapping of stories and number sentences to a concrete model
ol Part-Whole Reprinted Irom Resmck ( II ItEl) by permission

had some marbles Micloel gave him 4 more Now he has 7. How many
did he have to start") and various kinds of comparison problems (e.g..
"John has 4 marbles Michael has 7 How many more does Michael have
than John?") For these problems, solution proceeds by mapping the
statements in Ihe problem In ihe skits ill Ihe part-whole schema. The
numbers in the problem are assigned In either port or whole status,
and this permits tlw unknown In be clearly identified as a part or a
whole

An alternative story problem model by Briars and Larkin (1984)
solves WNW ol the more dills( oll problems by constructing a mental
script that reflects real-world knowledge about combining and sept
rating oblects. rather Ihan abstract part-whole relations. The script
describes the actions in Ilw story and allows the system to keep track
of the sets and subsets involved Yet in Briars and Larkin's model, too,
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it is possible to solve unknown-first problems only by using a part-
whole schema. Both theories show that schematic knowledge about the
reference situatio:is for mathematical problems is essential at even the
simplest level of problem solving.

The Pervasiveness of Inference- Invented Errors

Side-by-side with the accumulating evidence of implicit understanding
shown in informal arithmetic performances, there is equally compelling
evidence of the presence of persistent and systematic errors. In fact,
documenting systematic errors exhibited in the course of learning pro-
cedures is a major and pervasive feature of recent research on learning.
These systematic errorful procedures are also invented by learners, but
unlike those procedures described in the preceding section, these do
not reflect understanding of mathematical principles. Although system-
atic errors in arithmetic procedures have been documented for several
different parts of the school mathematics curriculum, the two that have
received the most careful analysis by cognitive scientists are subtrac-
tion with borrowing and algebra. These two example domains provide
contrast in detail, but they support each other with respect to the fun-
damental processes that seem to be involved.

In their analysis of subtraction, J. S. Brown and R. R. Burton (1978;
Burton, 1982) have constructed an extensive catalog of incorrect pro-
cedures that are used by children for written subtraction with bor-
rowing. These incorrect procedures are variants of the correct ones;
they are analogous to computer algorithms with "bugs" in them and
have therefore been christened "buggy algorithms." A finite number of
bugs, which in various combinations make up several dozen buggy al-
gorithms, have been identified for subtraction. Figure 5 shows a few of
the most common buggy algorithms identified in this research.

These examples show that the results of buggy calculatbns tend
to "look right": Everything is organized into columns, there is only one
digit in each column, there are numbers crossed out and small digits
handwritten in the conventional places, and so forth. Buggy algorithms
thus look rather sensible and often contain only small departures from
the correct algorithms. It appears that the buggy procedures are con-
structed by children when they encounter an arithmetic problem for
which they have an approximate, hut incomplete, rule. Rather than
giving up, these children try to patch and repair the rule so that it
appears to work

J S. Brown and K. Vanlehn (1982) have developed a formal theory,
in the form of a computer simulation, of the origin of bugs in arithmetic
The program invents the same bugs that chiklren do, but not a large
number of other logically possible ones. It thus constitutes a theory ol
the kinds of knowledge and processes that children use when they

1 S3 3.2.-
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Figure S. Descriptions and examples 01 Brown and Burton's (197N)
common subtraction bugs Adapted km Resnick l982 by itermismon

invent buggy subtraction algorithms. l'he repair theory program is a
"generate and test" problem-solving routine of !he kird that character-
izes many successful performances in other domains (cf. Simon. 1976).

I

154



www.manaraa.com

COGNITION AND INSTRUCTION

According to the theory, buggy algonthms anse when the child en-
counters an arithmetic problem for which his or her current algorithms
are incomplete or inappropriate. The child, trying to respond, eventually
reaches an impasse, a situation for which no action is available. At this
point, the child generates a candidate repair by calling on a list of
actions to try when a standard action cannot be used. The repair list
includes strategies such as performing the action in a different column,
skipping the action, swapping top and bottom numbers in a column,
and substituting an operation (such as incrementing (or decrementing).

The outcome generated through this repair process is then checked
by a set of critics The critics inspect the resulting solution for con-
formity to some basic criteria such as no empty columns, only one digit
per column in the answer, only one decrement per column, and the
like. Note that the generate-and-test problem solution calls on no
knowledge about the quantities that the numerical symbols represent.
This is a crucial charactenstic of buggy arithmetic, and one that I will
return to.

Several researchers (Carry, Lewis, & Bernard, 1980; Davis, 1983;
Greeno, 1983; Sleeman, 1982) have studied the errors (often called mal-
rules) that students make in algebra. When students apply the rules of
transformation that are the basic tools of algebraic problem solving,
these investigators have shown (a) that many errors are made by be.
ginners as a result of either incorrect rules or incorrect applications of
correct rules; (b) that these errors persist for a long time, showing up
occasionally even among expert algebra performers; (c) that there is
great systernaticity in which errors appear in different students (i.e ,
only a small number of the logically possible algebra errors actually
tend to be made); and (d) that there is, nevertheless, a lack of stability
in the performance of any given individual (i e., learners do not always
apply the same algebra malnile even in what is, to the expenmenter at
any rate, the same sitnation).

The best developed theory to date that explains how these malrules
are invented is one by Matz (1982). Matz's theory, like the Brown and
VanLehn theory of subtraction bugs, is expressed as a simulation pro-
gram that invents the malrules that were observed in algebra solutions;
other possible malrules are not invented. Matz proposes that children
learning algebra construct prototype rules from which they extrapolate
new rules. Although the results are malniles, both the construction of
the prototypes and the extrapolation foltow regolar principles. An ex-
ample appears in Figure 6.

The initial rule is the distribution law that is typically taught in a
beginning algebra course. From this correct ard specific nile, a proto-
type is created by generalizing over the operator signs. That is, the
prototype specifies not that multiplication ( x ) can be distributed over
addition ( + ), but that any operator (0) can be distributed over any
other operator (A). From this prototype, new but incorrect distribution

34
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I The ammo nee op toughy

ax(b+c)* (axb)*(axc)

2. Pus lollyPe ambled by yonarablne over
004wOlor Siam

BO( bac ) = ( a0b)a( aac )

3 Meanest rule, enhoes hem the orohnvoe.

a+(bxc) 35 (a+b)x(a+c)

4171-47-c- = IT 4. IF
Figure 4. Example of the formation of an algebra malrule. Based on Mates

( 19112) theory

rules can be constructed by substituting specific operations for the
generalized operators in the pmtotype. The elegance of Matis model
does not prove that it is a correct theory of the origin of algebra =I-
rides in human learners, but it does establish the conditions kw an
ongoing discussion of the nature of malrule invention (see, e g.,
Sieeman, 1982) that is specific about the knowledge and processes likely
to be involved. Such a discussion is therefore useful both kw under-
standing difficulties in mathematics learning and for explicating general
principles of cognitive acquisition.

The prevalence of huge/ algorithms and malrules in mathematical
learning points to a pervasive feature of human cognitive functioning.
Il is natural to seek meaning and to draw inferences. People wdl do this
on the basis of whatever knowledge they have availableeven if it is
incomplete or incorrect. For this reason, perfectly good inferential and
reasoning processes will sometimes produce errors.

Ludwig Symbols and Thetr Referents

Ruggy algorithms and algebra malrules also point to a special difficulty
that must be overcome whenever formal representational and rule sys-
tems are part of the subject matter to be learned. This relation between
formal systems and intuitive or informN tines is most evident in math-
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ematics, where specialized notational systems and rules for manipu-
lating them amount to a new language, complete with grammaticat
rules, that must be mastered. The difficulty is that kir a language to
function appropriately, its grammar and format rules must work in con-
cert with its referential system. In technical terms, the syntax and the
semantics of a language system must function together so that sen-
tences are "well-formed" (i.e., they obey the grammar of the language)
and at the same time the referents of the sentences are clear (i.e., they
maintain the semantics ot the language). In natural languages, this co-
ordination of syntax and semantics seems to occur without any speciat
work or attention on a human learner's part. In an earlier section of
this chapter, I discussed models of text comprehension that show that
people reading or listening to a natural language text naturally and quite
automatically build up a representation of what the text refers to. hi
mathematics, syntax and semantics sometimes become separated.

A reconsideration of bum subtraction can make this point more
clearly. f have already noted that subtraction bugs seem not only to
respect the syntax ot written arithmetic, but also to disobey constraints
that would be apparent if the quantity referents were being kept in mind.
For example, consider the second bug. borrow-from-zero, in Figure S.
At a strictly symbolic level, this pnweduseseems a reasonable response
to encountering a zero in the course of borrowing. The zero is changed
to %, which is a familiar result of borrowing when aeros are present.
H.avever, the bug violates the fundamental principle that the total quan-
tity in the minuend must be conserved during a borrow. Interpreted
semanticallythat is, in terms of quantities rather than simply manip-
ulations ot symbolsa total of 100 has been added to the minuend, 10
in the units column, and 90 in the tens column, with no compensating
decrement in the hundreds column. The nent bug, borrow-across-zero,
shouts a similar disregani for the need to conserve the minuend quan-
tity. .he bug respects the syntactic rules lor symbol manipulation that
requite that a small "I" be written in the active column and that some
other (nonzero) column be decremented. The bug violates the conser-
vation principle, however, by removing 100 from the hundreds column
but returning only 10 to the units column.

This informal analysis is supported by reexamining Brown's and
VanLehn's repair theory of the origin of subtraction bugs. The repair
theory program produces bugs by generating repairs and checking them
against critics. All of the critics in the program are syntactic in nature;
that is, they reflect rules lor symbol manipulation, but they do not
embody any knowledge of principles of quantity. The lact that repair
theory matches human performance by inventing only the bugs that
children do and noi other logically possible bugs suggests that children
represent subtraction to themselves as sets ol rules lor translonning
symbols without reference to the quantities that these symbols in lact
are meant to represent.
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Further "'device that symbols take on a life of their own, aped
from the gitarititoes that they retire:lent, comes from a training study
(Resnick A Omanson, in press) in which children who had been drag-
ooned as using buggy algorithms were taught the correct principles of
subtraction pew described (e g, conserving the minuend cpainfiryli ibis
leaching was done m a form that insured that Me children's Itriowledge
of the principles was in fact finked by them to the steps in the algorithm
they were being taught. Detailed Interviews established with consider-
able certainty that some of the children had fully understood the prin-
ciples and thew application to written subtraction algorithms. Never-
theless, as soon as they returned lo a situation of routine cakulation
perkwmance, half of Mose children who understood and could appty
the principles returned to their buggy algorithms. That is, they did sub-
traction in a way that violated principles they clearly knew This is
hirther evidence of a tendency within mathematics kw the syntactic
system to become separated kom its semantic referents even when the
necessary knowledge of principles is in fact present in the individual.
Similar evidence of this tendency can be found in symbolic logic and
algebra problem solving When this mayor problem in human cognitive
functinning is better understood, cognitive scientists may be able to
eliminate it through changed forms of instruction and teaching

Problem Soiving, istelligerewe, and Learning Abilities

Problem solving is in a very real sense the birthplace of cognitive sci-
ence Efforts that began in the late 1950s and culminated in 1972 with
the publication °liftman Problem Solving by Newell and Simon showed
how intelligent computer programs could reason and solve problems,
not by doing the kind of dumb: exhaustive searthing of a very large
memory that was assumed to be the principal capability of computers,
but by 'ming strategies to analyre a problem situation and to select
actions moat likely to advance toward a specified gnat. What is more,
evidence was developed in the course of these efforts to show that the
behavior of the programs using these methods matched in significant
ways the behavior of humans working on similar problems Thot is,
when humans solved the problems, "thinking aloud" as they worked,
they showed particular points of hesitation, backtracking, and insight,
and they made typical kinds of errors. The computer programs often
showed the same kinds of hesitation, backtracking, and errors The
processes built into the programs could therefore be supposed to he
luncti)ning in humans as well, although they could not he directly ob-
served in humans.

Of course, programs never matched human performance exactly,
and investigators were careful to specify what parts of human pertor
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mance were not wen expiained by the computer-expressed theories
Clear identification of these normakhes was a powerful spur to suc-
cessive stages of research and theory drinfopment. I have akeady pro-
waled an onion& of how a noninatch between a Mealy and human
performance reveals the need kw a difkrent level cif theory M the Kahra
and Gum story. The microcohereace-buiking model of Unsay and
Vase* would have accepted Kakra's marnage alter his death without
hesitatiem, but Imams readers (who are mA thinhing about ghost isar-
news) irameatiatefy reject A as isnpossible. This kind of mismatch made
a clear Mat the wacroceherarce motki alone could not account kw
how people understood texts, arid suggested that a macrocoherence
modef was needed as wee. Noting mismatches and using them to direct
further research is diaracteristic of ail of the work that uses composer
simulation as a form of theerizing about human !hording

General Heuristics in Problem Soloing

The early research on problem-sofring focused on a set ol puzzle-Me
tasks we-suited kr initial efforts The tasks studied included theorem
proving in symbolic logic (a lash in which all legal expressions and all
allowable transformations are snecifed and the probliem-solver must
show how 4 is possible to denve a tavget expression traw a gives
expressam). crfplarithmelic (a decodmg punk m which tellers el the
alphabet stand For digits, and a soked arithmetic problem sets con-
straints on which letters can huge which digit values}, a variety of ar-
tificial problems (such as the 'Tower of Hanoi, or Ifiessiostanes aad Can-
nibals and, Maly, chess With the exception of chess, which has been
shown to depend heavily on extensive knowledge of cites& poshoos.
chess moves, arid thew kkely efkcts, ail of the problems studied de-
pended only minimally on Morrie* beyond what could be supphed
in the experimental situation itself. to these knowledge-poor lank en-
vwonments, cogmtrie scimitars foamed their efforts on ideintifying gen-
eral processes ol problem solving.

Several strategies of problem solving that coukt be property called
general methods were identified and elaborated in the course of tlus
work. I have already mentioned some ol them: For example, the gent-
erate-and-test method is usable whenever there is a linuied set of pos-
sible operators or objects that can be tested to see whedier *deg meet
a current goal Another general method, recurring in many problem-
solving models, is means-ends analysis, a kind ot general heuristic that
reduces the length of search throngh long-term memory ki means-
ends analysis, the problem solver compares the current situation with
the goal situation and identifies specific difference3 between them. A
subgnal is then set to reduce a difference that has been identiiied. (A
special set ol heuristics governs which subgoal to work on hut. Then
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a search is comlucted to find Ihe operator lhat will reduce the identified
difference. This is a very abbreviated search, because operators are
assumed to be organized in memory according to the goals they can
serve. II is important to note that means-ends analysis assumes a
systern that has intentions (goals) and acts on them: It is capable of
analyzing its situation and planning its actions on the basis of goals,
albeit in a very restricted domain The General Problem Solver (GPS)
was one of the first programs Io instantiate all of these general methods
in a system that solved symbofiz. logic problenn (see Ernst & Newell,
1969; Newell & Simon, 1972).

More recent work in problem solving has, along with the rest of
cognitive psychology. become ninth more focused on performance in
inlormation-rich domains. Many of the basic strategies of heuristic
search. subsoal formation, and the like turned out lo be relevant for
these domains as well. But it has also proved necessary to attribute to
the problem-solver, whether Pitman or artificial, specific and organized
knowledge about the domain in which problem solving is to take place.
Some of the best demonstrations of the role of organized knowledge in
mildew solving have come in recent research that compares novices
and everts in physics as !bey solve Ihe kends of problems that are
characteristically given as exercises in college-level physics textbooks.
In these studies, good beginning students have been compared with
ashamed students or teachers The studies show that one's initial WI-
daslancimg, even ol a simple textbook problem, depends upon one's
Ind of knowledge in tbe field

In one study (Chi. Fehovich. & Glaser, 1941). novices and experts
were asked to sort physics textbook problems on any basrs they wished_
Novices grouped problems on the basis ol the kind oi wparalus in-
volved (lever. mc hoed plane. Want e beam, etc ). the words used in the
problem statement, or the visual features of the diagram presented with
the problem Experts classified the same problems on the basis of the
undMying physics principle that was needed In solve the problem (e g.
energy laws, Newton's Second I ww ) Some typical nonce classifications
are shown to F trwe 1, the contrasting expert classifications are shown
on Fieure t Wady, novices are affected more by Ihe way the problem
is presented. whereas experts bring thew own knowledge of important
principles to bear m a way that reshapes the problem, usually into a
more solvable form fbis is much lite the wry in which good readers
me !fru pint knowledge about the topic or the form of discourse to
wnpose a usefol stroctore on a text . white begmnmg reades are much
more m tinozed by poorly wt.:Nen material or indirect firms of expres-

Mood differences in the ways that erperts and novices sort and
classify problems are only the beginning however, the process of so-
Whim n also different What mown usually do is to translate the given
information directty into lormulas They then work on the fornwilas
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Figure 7. Diagrams of physics problems categorized by novices as similar.
and samples of three novices explanalions kw their similarity Reprinted fmm
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and samples of three experts' explanations kw their similarity Repko td from
Chi Felloworts. and Glaser f 19di ; by permission
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ming rules of algebras Experts, by contrast do not begtn ny b islating
into formulas Instead, they work Inr a while on reinterpreting the
pmbleni and specifying the various oliterts and relations in the situation
described They may draw diagrams to exprtms these relations Ay the
time they are ready tiv mire- equations. the experts have %mildly solved
the pniblem, They rib much less ralridation than novices. at least on
the simple pmhlerns gauged' so ;dr in this research. Everts, in other
woros. construct a new versirl of the problem for themselves, one that
accords with the mbirmation actually given, hut one that is reforms,-
lated in terms of general principles and laws that make- the solutions
mow apparent

1 have lured physics research m illustrate the kmds of differences
that have been observed in the problem solving and reasoning of no% -
lees and experts Rut these differences ix% or in other domains as wed
Similar differences have been found* in tasks as divergent as inrerpre-
rahnn of it-ray photographs by physicians, arithmetic problem solving
by elementary school children, and economic planning by political sci-
entista In earh case the more exoert problem solver does not simi,4
respond In the problem in the terms presented, but instead reinterprets
it in ways that reveal an underlying strurture that makes Me solution
somenmes appear self-evident. rile similarity of this reformulation pm-
cess to the processes involved in reading comprehension descnhett
earlier is not an accident It is a fundamental reflertion of the natore of
human reasoning and of the constrictive character of learning and
dunking.

8ottam-17p Procinces in Reasoning and ProNem Solving

There are other ways, as well, in which research on problem solving
echoes themes that I have already discussed in this essay For example.
both top-down and bottom-up processes play a role in problem solving
as they do in reading. The various heunsne strategies that I have row
mitered up to now, such as means-ends analysis and subgoal formation,
are essentially top-dnwn kinds of processes A system using them im-
poses a general plan, developed in the course of pnor prohlem-solving
expenenre, on the sperifir nunuli of I problem at hand, and the
stimuli presented are interpreted in tends of this plan Similarly the
expert physics problem solvers use their prior knowledge to reorgamee
the pniblem that is given rhey are more top-41wn solvers thw are the
noawes rhe locus on general aroblem-solving methods and on the
directing role ol prior knowledge has led research attention away Inun
the role 01 die stimuli and the problem setting itself in the solution
pnwess

Research carried tail 14)ffie years ago in my omi laboratory ;
gone, 1977) helps to clarity the role of bottom-up or !annulus-driven
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processong m problem sawn he ore seedy, sobsects were asked go
sober)* el de classic Gestalt problems Two stens were sospeuded
some disaster apart a now mod Ide subpect was asked to kr them
tecielkeia ample assigyament,, oncept Oka Ike skins defter-
ate* made so shoat OA it was oat poosible to mach bet- 01 them al
Ike some roue Three domes 01 sofedoos so thes maim were possekle
earramicas (lying arsolker long caret So ide Wag or estesdbmg Ike aro
by wan some nut ton obyea kr hoot Ike skin ask sockessiog
lkohling owe Mimi doves Ike addle whde wadi% over to reach Ihe
oder ossa peraidom (pan a weight ow ose shrug aid somas
is toward de Olker)i There were mg /Awls available Oaf could to used
to help sake doe prolbiew They wen chaos so due each owe fended
to tugged a pastas* clan of solaims but tome could * wed kr
more das owe class Al ortonts hod to try to sake the problem son
each el dre at *ens m soccesolow

TO-mor was as impadot ddlermwe les Ihe wary es which de task
means. limos were gores that Waded kr evohe talker top-dows or
bottoms, podens E4 wham Some 0* the sabred la doe Madly were
asked by de eimenswmwer to use the int obvert to ake Me protons
awd to soe a specc clams ol scheme These submets Waded to use
de same class oi salaam over and over no soccesurse objects some-
times eons son de &pots mote ausaral ad Moult ways ws order
to stay *Mk dew prelernd salaam type Another group se subpects
were amply told to ore al cd oke °boos These sadoects typcaity
poled op Ike obiects op de order or whole they tell to hand ared used
each taped as its most dmracIensio way They wen, or oder words
oblect-thweeo, ad thus butioasp sewers ks ol meant 10 eon Out
the bottoosim solvers succeeded m solemn Ihr problem m eseentialiy
MO percent 01 dew ones That us 1hey toad a way to roe every awl
to De Ike two Wogs together The top-dowo solvers by cookast. had
a somewhat rower eas e streams They sorelehrm laded to see as
abater* way QM mos ao obrct because den were awe* so wpm; to
make a k oto Mew top-dowo sokshoo straitly

Ireieligence and Learneng Atslents

Over Me decades one ot te most provocative ad damn worms
twee by psychologesis is the name urtedgeoce aod the emote to
whwh a cart be melded through teachms or ocher emonmsaeolA
wreaks*" The prewous deur/proem of research cm reasomog ad
problem oakum lead mote naturady to the "askew of, whether general
overawe gab cam be tank aid whether Iks ought avow people's
general ahriay So' ead These mostrom are by so mean New ones la
row torm or amother. Miry hove motwated orator beaches ol psycho
kiwi research ad dwded boa poydrohnsts old Ike pub* al largr
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Intelligence Brought to School Aptitude-Treatment Interaciums

If intelligence and learning ability are viewed as capacities already
formed in people before they enroll in an educational program. what
education can best do is adapt to intelligencethat is. provide lorms
of instruction that are optimally matched to the aptitudes the individual
already has This is a very old and honorable ambition of educators.
although viewpoints on effective and appropriate ways of adapting to
individual differences have shifted over time in response to both polit-
ical and social pressures on the educational system and to available
psychological theory about the nature of individual dillerences

The first deliberate effort to adapt educational offerings to indi-
vidual differences was made by separating (i.e. tracking) children into
groups according to their different ability levels. The general idea sup-
porting such practices was that people differed in the speed at which
they could learn and perhaps also in the highest levels of abstraction
to which they could aspire. By grouping faster learners with taster and
slower with slower, both groups could proceed at a pace suited to their
natural abilities This it was proposed, would produce optimalbut not
necessarily equal--outcomes for each group. This theory of grouping
and tracking was totally consonant with theories of intelligence and
aptitude that were dominant from the end of the 19th century through
at least the 1920s. Intelligence was viewed as a largely fixed trait, hardly
modifiable by experience, and as a unitary trait: general intelligence
was what determined speed and ease of learning in all domains. Iliad's
intelligence test and its various offspring, some still in use today. are
based on this view of intelligence, as are many of the landmark research
studies on intelligence and school learning of the early part of this
century (see Carroll, 1982. for this history).

Beginning in the 1930s a more differentiated view of intelligence
and mental abilities became predominant among psychologists, who
had, through factor analysis and related techniques identified a variety
of differential aptitudes in which people might vary. The new viewpoint
was that specific aptitudes. rather than general intelligence, were what
suited people for specific forms of learning and job perlormance. This
view of intelligence fit well with a new social and political mood that
became dominant after World War II. People began to question the
sunability of an educational system that more or less permanently clas-
sified children as either fast or slow learners and thus limited the po-
tential aspirations of those characterized as slower. Further, increasing
sensitivity to ethnic and cultural variations in the American population
bey.. 'o !woduce the view that recognizing different aptitudes and ap-
proaches to learning, rather than emphasizing deficits in general intel-
ligence, would be a more suitable way to optimize educational out-

4 4
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comes Glaser ( 1977) I alled this a %lull from a selective theory of ed-
ucation to an oduptwe one

The shill to an adaptive theory of education and a more differen-
tiated COIKVQI of aptitude and intelligence has produced a search kg
qualitatively different instowtional treatments that would be optimally
matched to learners with different characteristics. The result has been
research on apfsludekrolmenl snlenu lions (Ails). This research seeks
situations in which a given instructional treatment produces different
outcomes in peopie ill different antitutles Optimally, one would hope
for interactions that allow one to chonse a treatment lor each individual
that will produce the highest level of performance possible in a domain.
thus eliminating overall differences in performance. In fact, such ideal
interactions are almost never found

The most typwal finding in ATI research is one in which a single
aptitude measuresome lorm of a general intelligence measurein-
teracts with Iwo brood classes of instructional approaches. Highly struc-
tured treatments (e g., careful sequencing of instructional materials.
required responding at specified points, teacher control, and instruc-
tions to process in a partWular way ) reduce the correlation between
general intelligence and achievement, whereas unstructured treatments
(e.g., much student control of sequem e and pace. "discovery-learning"
conditions, and open-ended problem Aelling) maintain a correlation
that favors high general intelligence eudents. That is. low intelligence
students do better under structured conditions. which are interpreted
as reducing the burden of information processing for the learner (Snow,
1976). Many theories (e g . ('rolibach, 1970) suggest that high general
intelligence students should do less well under these circumstances.
Only a few studies, however, show such a smpression. This may be due
to the fact that the tests used to assess learning often do not permit
high intelligence students to demonstrate the additional knowledge or
skill that they have in fact acquired in the less-structured teaching
conditions.

II should not be surprising, on reflection, that the ATI enterprise
as traditionally conducted has not resulted in the kind of strong basis
for adapting instruction to aptitudes that had been sought. The near-
total dependence in AT1 research, until very recently, on standardized
tests as measures of intelligence and aptitude has meant that the re-
search attempted to match aptitudes whose characteristics were ill-
dnderstood to instructional treatments defined only in very global terms
(structured versus unstructured, for example). To break this logiam,
and to discover whether there are in fact ways of adapting instruction
to specific rather than general capacities for learning, it is necessary to
understand better what mental processes are actually involved in the
various traits called aptitudes. and what kinds of processes are actually
called upon in the various instructional treatments In other words,

4 5
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cognitive analyses of both aptitudes and instructional treatments are
required.

Cognitive Analyses of Aptitudes

Responding to this need, there has been considerable effort in recent
years to reanalyze the constructs of intelligence and aptitude in terms
of cognitive processes and constructs (Friedman. Das, & O'Connor,
1980; Resnick, 1976. Snow, Federico, & Montague, 1980. Sternberg &
Detterman, 1979). Most of this new work began with traditional aptitude
tests (for which there is a considerable validation history, based largely
in factor-analytic research) and sought to redescribe these aptitules in
terms of current cognitive constructs and parameters. Pellegrino and
Glaser (1979) have made a useful distinction between a cognitive cor-
relates approach and a cognitive components approach t- the study ol
intelligence. The correlates approach uses an aptitude test as a criterion
measure and seeks more elementary cognitive processes that are highly
corm' ited v:ith the test criterion. The cognitive components approach
uses the test items as tasks to be analyzed in a search for the component
processes of test performance itself.

Cognitive correlates of aptitude Much research is being done to
identify basic cognitive processes that distinguish between high and
low scorers on a particular aptitude test. The primitive processing pa-
rameters for study are drawn from the mainstream of basic research
on cognitive processes, especially memory processes. This line of re-
search was initialed by Hunt (1978), who suggested that verbal perfor-
mance requires both the specific verbal knowledge that is called upon
by the task and the exercise of certain mechanistic processes by which
information is manipulated. According to Hunt's theory, individuals with
less efficient mechanistic processes have to work harder at learning
tasks involving verbal information. Over time this handicap produces
relat vely large individual differences in verbal skill and knowledge.

'The theoretical argument is buttressed by data from studies that
have investigated the relations between performance on laboratory in-
formation-processing tasks and scores on global measures of aptitude,
such as IQ tests and college admissions tests. Although early efforts
(e g., Hunt. Frost, & Lunneborg. 1973 ) were attempts to find associations
with quantitative as well as verbal ability, the main findings have shown
correlations with tests of verbal aptitude or general intelligence niea-
sures that are heavily verbal in character.

The most mbust finding in this literature reveals differences in the
amount of time that various people need to access liame codes in long-
term memory. Code access time is inferred from the difference between
the time it takes a person to decide whether two stimuli that look

48
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different have the same name and the lime it lakes the person to decide
that Iwo other stimuli are physically identical For example, a subiect
might be shown a lowercase a and an uppercase A (different physical .

form, but same name). On a subsequent trial, the suNect might be
shown two uppercase As (same physical form). The subiect will take
longer to decide that the pair of stimuli with different physical forms
nevertlwless has the same name than to decide that the other pair ol
stimuli has the same form. The longer lime is needed to access the
name code in memory. The extent of the difference in the time required
lor the Iwo decisions correlates with verbal aptitude. Across a number
of studies, the lime dillerence tends to increase as one moves Irom
highly verbal university students to young adults not in a university, to
normal elementary school children, and finally to mildly retarded
school children (cl., Hisanz. Danner, & Resnick, 1979; I lunt, 1978). Sev-
eral other tasks, all requiring speed in particular kinds of micropro-
cesses, have also been shown to discriminate high and low scorers on
verbal aptitude tests.

All told, there seems to be enough evidence of individual and age
differences in primitive parameters of mental processing to make plau-
sible Hunt's notion that small differences m mechanistic processes
could cumulate over time to produce considerable differences in verbal
skill and knowledge. II is important to note, however, that a large por-
tion of the findings clearly associating these parameters with individual
differences comes from Hunt's own laboratory Wider replication is
needed belore strong conclusions about specific associations are
drawn. A recent summary and useful critique of this research appears
in Cooper and Regan (1982).

Cognitive components of aptitude Carroll (1976) and Simon (1976)
first suggested the analysis of test items as cognitive tasks, and several
research programs subsequently focused on uncovering the processes
that are required in actually performing the items in intelligence and
aptitude tests. Perhaps the most ambitious program in terms of the
range ol tasks studied is Sternberg's work on what he calls a "compo-
nential analysis" of intelligence (1977a. I977b, 1980). Sternberg's anal-
yses begin with a specification of the components that are hypothesized
to be involved in the performance of a test item. Several models are
theo defined that differ m the components called on, the sequence of
the components, the number of times each component needs to be
executed, and the manner of execution (e.g., exhaustive or sell-termi-
nating searches). These models permit predictions of reaction time and
error patterns under varying conditions of stimulus structure and task
presentation

Empirical tests of models generated lor analogies, for example,
have identified a "best lit" model and provided estimates of which pro-
cesses absorbed most of the processing lime For verbal analogies, en-
coding of the stimulus terms accounted for about hall of the solution

4 7
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time, while 30 percent of the time was spent on attribute comparison
operations. For geometric analogies, attribute comparisons took longer.
both as a percentage of total time (57 percent) and in absolute terms.
Sternberg has extended the analysis of analogies to children, making it
possible to chart developmental changes in the various components.
The most important developmental observation has been that children
have a greater tendency to rely on associations between the words in
the analogy than to analyze all of the relations

Other research on analogies performance is largely in agreement
with Sternberg's lindings on the importance of encoding. Spine id the
studies have analyzed the encoding process itself further, with partic-
ular attention paid to which aspects of the stimuli are encoded. For
example, Mulholland. Pellegrino. and Cdaser (1980) shmsrd that in geo-
metric analogies, individuals analyze stimuli in a systematic serial
manner, so that latency of responding is a (unction of both the number
of elements that must be encoded and the number of transformations
that must be performed on each element. They found a sharp increase
in both reaction time and errors when multiple transh)rmations on mul-
tiple stimuli had to be processed, suggesting that working memory lim-
itations are important in analogy processing. For verbal analogies.
studies by Pellegrino and Glaser (1980) and Sternberg ( I977a, 1977I)
all show that individuals with high aptitude test scores specify more
precisely _he set ol semantic features that relate the word pairs in an
analogy, and that the extra lime they spend on this process allows them
to spend less tune on subsequent decision and response processes.

Other test-like tasks that have been subjected to similar analysis
include series completion, syllogistic reasoning and transitive inference.
spatial &Mies tasks such as mental rotation and visual comparison,
block designs, and tasks from the Ravens Progressive Matrices test Not
all 01 this work has been explicitly oriented toward detecting individual
differences. Instead, much has been inspired by the Piaget-generided
debates over how and when various logical abilities develop in children,
and over whether language or spatial representations are central (see
Resnick, 1981a (or a review).

II seems likely that as efforts to understand performance on such
tasks proceed, individual differences will have to be considered if the
data are to he sensibly interpreted. An interesting case in point is Coop-
er's (1980) research on visual comparison, in which subjects separate
naturally into two quite different subgroups, one using a holistic and
one an analytic comparison strategy. The two strategies produced very
different patterns of latencies, and the groups responded in predictably
different ways to variations of task instructions and of stimuli. Cooper
and Regan (1982 ) have suggested that differences in preferred strategy
lor various tasiLs, verbal as well as visual, may account for aptitudes
even more strongly than across-the-board differences in speed of basic
processes. Their discussion suggests ways in which correlational and
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componential approaches to the analysis ol aptitude may have to be
joined before really adequate theories of the nature of individual dif.
*ewes in test performance can be developed.

haelligence Shaped by School: Teaching Learning Skills

II one views intelligence and aptitude as a set of capacities that are
formed partly by instruction, one is led to pose two questions. First,
what skills of learning are sufficiently pervasive and general ( that is,
not limited to specific subject matters or specific situathms of appli-
cation) that they warrant concerted attention as the goals of educa-
tional programs? Second, how are these skills acquired, and correla-
tively, how might they be most directly taught? The search for general
skills of learning has been a long one, and it has been pursued from
many points of view. Before proceeding to a consideration of particular
skills of learning and their acquisition, it is worth pausing to ask whether
it is likely that such generalizable abilities exist at all.

Skepticism about the existence al general abilities There are two
bodies of evidence, one old and established, one quite recent, that must
lead to skepticism toward the claim that cognitive abilities are really
very general. The first set of evidence is the repeated failure, over de-
cades of trying, to produce convincing demonstrations 31 widespread
transler of learning from one domain to another. The second is evidence
of the central role of specific knowledge in intelligence performance
and in learning.

There has been a recurrent view that certain school subjects would
"discipline the mind" and should therefore be taught not so much for
their inherent value as for their value in facilitating other learning. Latin
was defended for many years in these terms; mathematics and formal
logic are often so defended today. Most recently, learning to program
computers has been offered as a way to develop general problem-
solviug and reasoning abilities, appropriate even when no computers
are available or applicable to the situation at hand (Papert, 1989), and
a variety of courses and programs claiming lo teach reasoning and
problem-solving abilities have been developed and promoted (see
Segal, Chipman, & Glaser, in press; Nickerson, Salter, Shepard, & Herrn-
stein, 1984). This view ol transfer from a particularly powerful or nodal
knowledge has never been supported empirically. In Ihe 19293, Thorn-
dike (1922) studied transfer among school subject matters and found
that it was always more efficient to study the subject of interest directly
(English vocabulary, for example) than lo study some other subject
(Latin, for example) that "prepared" ones mind. Subsequent reviews of
research on transfer of school subject matter have reconfirmed Thorn-
dikes finding, and there is as yet no empirical evidence of transfer to
other activities from specific kinds of problem-solving courses or from
learning to program computers.
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rhe second source ol evideoce that weakens claims for generalized
abilities is the research yielding repeated demonstrations that specific
knowledge plays a central role in reasoning, thmking, aod learning of
all kinds. Several examples id the role of specific knowledge have been
developed in the course of this essay For example, spenfic knowledge
about the topic of a text affects the processes of language comprehen-
sion, and specific, acqiured schemata underlie problem-solvmg iwrfor-
mances as varied as those in primary school antlimelic and college-
level physics and political science (;laser ( 19)14) further descrilwd ev-
idence of the role of domam-specific knowledge in a variety of tasks
that have traditioually been viewed as indicators of aptitude A mirth-
gence.

Belief in the reality of general skills Despite the evidence that op-
poses transler and that favors the importance of domain-specific kuowl-
edge, there are some equally compelling factors that have sustained
psychologists' belief in the reality of general competencies in learning.
First, there is a positive correlation between almost any two cognitive
performances that have ever been measured, except when tests have
been specifically designed not to correlate with IQ (as, kir example,
certain creativity tests). This positive niandold is the basis for the factor
analytic tradition in intelligence research: Factor analysis uses patterns
of covariance to infer what various tests may have in common, and thus
what the basic dimensions of human aptitudt are. Tests that are posi-
tively correlatedthat is, that share vartancealso presumably share
underlying processes. The fact that most tests correlate positively with
each other, and that a general factor can always be found il the statis-
tical methods used do not insist on completely uncorrelated (actors,
suggests that all tests have some processes in common. These common
pnwesses are, presumably, general abilities.

Second, when cognitive scientists do information-processing anal-
yses of complex skills, they find that the same kinds of basic problem-
solving pnwesses are used in task alter task. Several examples ol this
have come up in the course of this essay. For example. allhongh the
onginal General Problem Solver (GPS), built to solve symbolic logic
problems, was not in (act very general in the range of problems it coidd
solve, the kinds of pnwesses used by GPS appear over and over again
in simulations of human performances on complex tasks. For example,
means-ends analysis, generate-and-test routines, subgoal format ion,
and other kinds of planning are used in tasks as vaned as inveutmg
buggy arith met ic routines, phanniug comfits! t ii ms, constnicting geom-
etry proofs, and troubleshooting electronic devices. The reason that a
single artificial intelligence program cannot solve a wide variety of
problems is apparently not that the fundamental processes it applies
are widely different across domains, but rather that the program must
apply these processes to very specific, organized bodies of knowledge.
Each simulation must build in Ilw relevant knowledge, and so it be-
comes specific to its knowledge base (see Dehn & Schank, 19)12).

lit
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flume, a variety of basic processes Inch an pin-ceiving stimuli. en-
codlog, classifying, geiwrating respoinws, mid execiiimg responses are
quite obviously involved in a number of dillerent cognitive perfor-
mances. These are the building block prwesses ol intelligence and
aptitude ol the kind studied by Hunt and other mulents of the cognitive
correlates of intelligence. Some years ago, Summ 1976), considering
what information processing analyses of various tasks might suggest
about the nature of intelligence, suggested Mat very low-level compo-
nents (such as the building block's) and very high-level ones (such as
means-ends analysis and the like) are shared Alum many tasks and

are therefore general abilities. The specific knowledge varies from task
to task, however, pmducmg the donsam-speculicity of cognitive abilities.

Finally, in some of the most recent and provocative work on the
nature of intelligence, an apparently common body of "executive" or
sell-regulatory processes have been identified. Processes such as
keeping track of ones own understanding or knowledge, mitiathig re-
view or rehearsal activities when needed, deliberately organizing one's
attention and other resources in order to learn something, or planning
a set of ailions so as to meet goals within the limits of certain con-
straints are all activities that have been shown to be characteristic of
effective learners, good readers of texts, good writers, and strong
problem solvers. These processes are relatively absent in younger or
less intelligent individuals. These higher order or metacognitive skills,
as they are often called, have become the object of an important recent

line of research.

Se If-Monitoring and Meracogrulton

fifetacognition is surely one of the "boom" fields of recent cognitive
psychology The term melt:cognition is a relatively new one, whose field
of reference has sa exploded in just a few years that thoughtful scholars
(cf., A. L Brown, Bransford, Ferrara, & Campione, 19113) are beginning
to suggest that it be abandoned as conlasmg, and that more specific
terms such as selInurnuorrng and self-rep/anon should be substituted.
The broad domain of metacognition includes (a) knowledge about cog-
nition in general, (II j knowledge about oues own knowledge or cogni-
tive strategies, and (c ) application of these two kinds of knowledge to
the plarming and execution of appropnate mental activities in learning
and problem-solvmg situations.

Several investigators have documented the fact that knowledge
about cognition increases with age, and that older children are better
able than younger ones to descrilw what one ought to do to remember
somethingfor example, how to remember to take one's skates to
school Ilw next day Mere is also a small body of evidence showing
that younger children and the "developmentally young" 0.e., the re-
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tarded) are less able than older children to assess when they have
undeistood a message, when they are ready for a test, and the like
Convergent with dui set of findings is a line of rcsearch showing that
much of the deficit of retarded people in simple learning tasks. such as
memorization, comes from thew failure to apply wen-known strategies
such as rehearsal or intomiation of mnemonic&

A number ot studies have shown impressive gams in immediate
performance on such tel by simply instructing individuals to rehearse
or to engage in verbal elaboration. lit these studies, however, there was
almost complete lack of transkr even fa only slightly modified tasks.
This led to a search kw superordinate ( admiont, Butterfield, & Ferretti,
1982) or metacogrutive skills (A L. &own, 1978), such as assessing
ones own readiness for a test, arlortioning study time, or deciding
when to use rehearsal, imagery, or self-interrogation strategses that
might prinnote general improvement Some modest successes have
been reported, but not enough kw cognitive scientists to be convniced
yet hat even mild nitaniatioss can be overcome by training in supercw-
dinate skills of the kind studied thus far

Host of the initial research on metacogutive training kwused on
memorization tasks that require very specialized kinds of stMegies and
that may have only a limited function outside of the laboratory and
certain very specialiaed lands of school learning(e*, vocabulary
Recent research on memory, showing the power of chunked and or-
ganized knowledge in extending memory power (Cta, 1978), calls into
question the extent to which strategies for artificial memorizing are
likely to be an optimal approach. Its take even in simple school learning.
A very recent shift towed the study of piocesses of self-control and
self-regulation in mow complex kinds of learning and perkwmance,
ranging from reading comprehension to writing compositions to
learning new subject-matter domains, offers a miwe promising per-
spective on the development of learning abilities and the improvement
of a variety of learning competencies

Meat of reciprocal teaching To illushate this iscw perspective,
describe a recent training study which embodies many or the ideas
under consideration in the field. The enperiments were conducted by
Palincsar and Brown (1984) with middle school children who had ex-
tremely weak reading comprehension skills The children were divided
into small groups, and with an adult, each Ipoup engaged in a pn-cess
called "reciprocal teaching." The children took turns posing mwstinna
about and summarizing short texts that they mad. The other members
of the group commented on the quality of the questions or summaries
and tried to help formulate better questions or summaries Recipnwal
teaching sessons were conducted daily kw several weeks. During the
intervention, there were dady assessments in which chador's individu-
ally read passages and answered questions about them. Amessments
continued for several generalization days alter the intervention ended,
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and there also were I days of assessownt atter an i Vire* tweak In
additsm there were some generalization and trans/rr tests In the gen-
eralization tests students read sm ial studies and so- own e texts in thew
regular classrooms and answered comprehensom ipiestions 4niut
them The children were not aware thal these tests had ailything to do
with the expertmental teaching in which ttwy had partwipated

Table contains some protocol segnwnts from reciprocal teaching
sessions with one of the %weaker readers in the study In the.se segments.
there is a very great stub apparent in the child's ability to pose ques-
tions about the texts At brst the child cam.* kwmulate questions at
all and does not even produce kill sente.wes Later the chikl is able to
pose coherent questions and by Day IS is ahle to formulate a single
question that addresses the main pont of the passage The protocol
clearly shows the role of the adult in this process At the beginning the
teat her actually kwmulates the queshorec and the chikl doeS little more
than repeat them Later the adult provides portions of the questions.
often the initial words of a sentence that will produce an appropriate
question Ry the end the child has taken over the entire ',rooms Notice

Table I
Protocol buterpts Showilim the AcileionIcosi of Queslioo-Arikkag by a

Seventh-Grade Stades( (0 Web liedpracal Timr1161611

Den I
11- s r The water moccasin. soinewhai Wager than the copperheat. is

toonit in the undtwastern states it lives in swampy regions d be-
longs as do also the copperhead and the rattlesnakes. to a group
of poisonous snakes called pot vipers They have pits between thew
eyes and thew nostrils which. because they are sensitive to hea
help the snakes tell when they are near a warm-blooded AMMA
-inother name kw the wafer moccmin is 'ciatimmouth Thus name
comes from the white homy fa the snake's mouth
What is found In the sonthemtern snakes also the coppertwaft
rattlesnakes vipersthey have rm not doing this right

T li nght you want to know about the po vipers'
Yeah

r What would he a wowt inwitnin isnot the pit vipers Hutt shwts vetth
9te word 'why"'
:41 response

How about 'Why me the uublar% pit vipers'
Win, do they want to know Oho they Are ailed 151 vipers'
Try it again
Why do they pit vipers in a pie

r How about 'Why (In they mall thy snakes pa vipers''
Why do they call the smokes pot vipers'

r Hien. yon giO (mod for you
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Table i faahnued

Dav
ii cr Perhaps ray are worwirring where the lava MA nitier e.11. Awe prod-

ucts (0111e town beep within mar earth there are pia bets fil molten
met railed magma Furred upward in part try gas pressure. this
runner) melt cnahnisaNy !nes to reach the warfare I wistualtyby
means nit (Tacks in the mistai rocks nr some simplair rime of weak-
nessdie magma may break cad 04 Ihe ground It then flows tuan
the vent as lava ow spews skyward as dense clouds ol lava partirles
How does the pressure from below push the mass of hut rock
against the copename Is that it'

T Nn4 quite Start rim question with_ -Aloha/ happens when'
( What happens whim the pressure from below pushes the MIMS n1

hot rna again, the opening'
T Gond kw wale (ovoid pit,

Aar /5
is vs Scientists aiso crime to the South Pole to study the strange Intits

that glow overhead during the Antarctic night Ifs a cold and lonely
world Inc the levy hardy penple who *Innier over- Ow polar night I

These -scouthern Itch's" are caused by the Earth actaig like a
magnet no electrical pariarles in the au They are clues that may
help us understand dr Eartlis core and the upon, eOges .4 lis
titanket n1 as

C %by do scientists come to the south poie t study'
T Excel/en, question That ri what digs par,graph is ail

Note- I - Feather
pernwiewm

Shatera bballes Actipfni em. Palen, sae And re-um I

also that the standards kw what the adult at' epts as a good oluesiton
from the child keep changing, stiffer requirements are applied toward
the end than in the hril days of the reciprocal teaching

According to various measures this process greatly affected
reading congwehemsion Figure 9 shows increases in the percentage of
assessment questions answered correctly by several students throng
the various phases of the first experiment En at a preintervenhon base-
line measurement of very few questionS answered correctly, nittsi of
the clukken moved up to aimed an percent correct resporde rate.
and they remained there alter an /4-week tweak Several control gimps
showed no increase m otter! assemment resprinding during the same
pefuld Nitre hi showS the effects of the training nn the generalization
tasks m regular clasvol MTh Again. the reciprocal teachutg experience
was shown to have a powerful effect on Cfauprehensaws in a very
torrent plerswal setttng and under quite different measurement cnnth-
bons The experunent was replof aled under IMINIC nrdinaty st hoof OM-
diltons. as part of the regular instruction offered by the teacher in
reading. Very sUridar results were colitainet.

1 4
ls



www.manaraa.com

3 1

S. 2

s 1

LAUREN a RESNICK ,

Saar-
two Rtmoloca Twarhop maim

S. 5

R *

L

..mlnerM in the Reoproc,d Teartung Group ol :Rudy 1 Repnnted 1mm Palincur
and grown ( 1)84) by pennutsmn,

fignire S. Results Cfwrect on lte ;Indy annessment pannages kw the ats

socenswo 3113101IS
111

On

:Yr )
*

IS It MOW
Wulf'



www.manaraa.com

COC/417101% AND 0151111111-1100

r...
ripe I Percent coned ear Me classroom geseraitzataa probes of

Study L ler Me Bet uroca Temilias (RT) mat annealed commi (C) roam in
bola sc ma. and moat studies dames Reprimed from Paliacsar aad Breve
( MO by pennesies.

The Palincsar and Brown shady is not only a dransabc success story
in edacalional intervention PI also iihntrales many of die mums being
studied in today s research on seWnionitonng and cognitive strategy
limning. Fir*, the ski& in question asking and sarranariong that the
children in the study practiced are probably not direct) y called upon
in shined reading The autonomist ivaterre of many reading comprehen-
sion processes, the speed at which reading proceeds, at ..s sequential
nahare make it implausible that us the normal course ol idled reading,
people actnally pose questions or create summaries tor themselves
There as, then. only an iodised relation between the strategies taught
and what wAs probably involved in the cliddren's subsequent relatively
skilled reading pesirmsance. Um indirect relation between strategies
taught ...id skilkd performance is akio charade/Isla el lendings in other
mietacomatine Minim research

This viiries the question ol how wistruction that locusts on overt,
sell-conscious strategies that are not components of skilled perfor-

5 b
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mane e might =prism processes that progress quite aithimalwally. The
answer may he m the fact that when readers use self-questioning and
similar strategws, they evoke processes of inlerence and mterpretahon
that eventually evolve into the automated information processing diar-
actenshc of skilled readers This would mean that meiacognitive strat-
egies are better understood as aspects of cognitive skill acquisition than
as aspecis DO cognitive skill expertise With this assumption, researchers
musk, be less interested in wlenblymg components of skilled perfor-
mance, and more interested m directly studying processes of Warning.
There is m fact a growing interest within cognitive science in the pro-
cesses of cognitive acquention (see. Anderson, 1981) and some hitch-
!wind that this win become a &Imlay' concern in the next decade,
further linkmg developmental and experimental psychologists (cf. A. L.
Brown et al _ MOM

Another possibility is that the strategies taught do not promote
acipnving skilled processes so much as they axtwate or release capac-
ities already available The relative speed with which reading skill im-
proved with reciprocal teactung suggests that this may be at least par-
tially the case As shown in Figure 10. correct answers to assessment
questions increased very quickly after only a lew sessions of reciprocal
teaching kw most of the students Very rapid change in performance is
Aso characteristic of the memory strategy training studies mentioned
rather To the extent that strategy training releases rather than builds
processing capability, one would expect this lund of instruction to be
effective only if the relevant capahsle.as were already present.

There es some evidence that ref Moms DO metacognmve training
can actually suppress performance, at least temporarily. if the knowl-
edge or skills necessary hi use new inimmation is not already present.
Scardamaha and Pans ( in press) taught children to recognize and iden-
tify certain rhetorical devices that are known to Awl the self-mont-
hlong performance of skilled writers This training increased the stu-
dents' ibe ol these rhetorical devices in their written Compwillonq
However. no improvement. and even some depression in overall or-
gamitzahon and coherence of the compositions resulted Scardamaha
and Paris attributed dos to a fundamental strategy that clukken use lor
omposing, o.w they call imowkdge The strategy involves

link- planning and the child writes down in sequence everything he or
stw thinks oi relating to the topic Because there was no overall plan
mug. Ilw children could mil use these rhetoric al devices to lona the
tranwvork kw a well-organized argument as adult writers would do

A third important punt is that reciprocal t hung is a special form
cii os tel interachon that may in fact be cenh to the acquisition (4
generalized cugnitive skill Traditional views 4 the way in which social
interal tinn affects learnong 'onus on the adult as provider of new iidor-
emboli, as a modeler of correct performance, and as a selective rem-
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forcer of children's tries al producing the performance. The reciprocal
teaching of the Palincsar and Brown study was inspired by a different
view of social processes in learning that is attracting increased attention
among cognitive psychologists interested in the development of general
cognitive competence. The Soviet psychologist Vygolsky (1978: see also
Wertsch, 1978) has argued that cognition begins in social situations in
which a child shares responsibility for producing a complete perfor-
mance with an adult. The child does what he or she can, the adult the
rest. In this way, practice on components occurs in the context of the
lull performance. In naturally occurring interactions of this kind, the
adult will gradually increase expectations of how much of the full per.
kwmance the child can be responsible for.

It should be clear that the Palincsar and Brown experiments should
properly be regarded as more provocative than definitive. Their success
in teaching a socially valuable skill, after many failures over the years,
is stimulating. However, cognitive scientists do not really know what
component in the reciprocal teaching method actually produced the
success. So many elements of instruction were combined that it is im-
possible to determine from this study alone which parts of the instruc-
tion were essential. Further, it is not clear exactly what was taught. It
is obvious that the children learned to ask questions and to summarize
However, the true target skill was neither of these, but rather skillful
reading comprehension, and it is not completely clear why practice in
asking questions and summarizing should produce that skill

None of this is said in the spirit of criticizing the Palincsar and
Brown experiments. Rather, it is said in order to emphasize that re-
search on sell-monitoring and metacognitive skills is at this time a
highly promising but still largely unexplored domain It is attracting
considerable attention because there is some broad theory that sug-
gests that it ought to work, and because a few studies such as the one
cited have produced some dramatic successes. However, considerable
caution in interpretation and in expectations for the future es necessary
or psychologists risk another round of enthusiastic faddism.

Conclusion: Learning in the Future

The examples of cognitive research on learning and thinking developed
in the course of this essay have been intended to convey the sense of
excitement and of open possibilities that now pervade many branches
of cognitive psychology A major feature of current cognitive research
is its locus on complex lorms 01 intellectual competence. This has the
effect of making large segments of fundamental research more imme-
diately relevant to questions of enstruc:iu.: than has usually been the
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case for psychological research on learning. As a result, a new cognitive
instructional psychology is growing up as a special branch of cognitive
psychology.

The emergence of instruction as an arena of concern for cognitive
psychology is helping to locus !he field's attention on questions of cog-
nitive change Instructional psychology seeks to formulate principles
that can guide interventions designed to help people to learn. People
learn, however, even when they are not taught, and so instruction must
be construed as interventions in a learner's ongoing processes of knowl-
edge acquisition. To develop principles of intervention, therefore, it is
essential that we know what these acquisition processes are like. For
this reason instructional psychology requires strong theories of the
processes involved in cognitive change.

For a considerable period of time cognitive psychologists had given
up the long-standing interest of experimental psychologists in questions
of how changes in performance and competence come about. During
this period, cognitive psychology focused instead on building detailed
descnplions of given slates of cognitive competence. Expert and novice
states were often compared, but little was done to explain how people
might pass from one slate In Ilse other This inattention to processes
of change is ending In fact, thr topic of learning is high on today's
cognitive science solids and will probably draw more and more at-
tention in the next few years

Most cognitive research on learniug up to now has been concerned
with accounting for c hanges in performance skillsthat is, for devel-
oping speed and scums( y in doiug !hangs like solving algebra equations
or programming computers Simi, elegaut and highly plausible theories
of how early stales ol compelence are transformed in the course of
practice now exist However, there has been little attention thus far to
the question of how conceptual knowledge is acquired. Cognitive sci-
entists can show how schemata influence learning from texts, for ex-
ample, but their models of how the schemata themselves are learned
are poorly developed. This lacuna in knowledge is widely recognized
among cognitive scientists and some are now beginning to turn their
attention to questions associated with the acquisition processes of con-
ceptual learning. Psychologists can probably expect a new generation
of cognitive learning theories to emerge in the next few years that will
substantially modify the theoretical landscape. As this happens instruc-
tional questicns are likely to become even more visible and central in
cognitive psychology.
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